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Abstract. The multi-modal tasks have started to play a significant role
in the research on Artificial Intelligence. A particular example of that
domain is visual-linguistic tasks, such as Visual Question Answering and
its extension, Visual Dialog. In this paper, we concentrate on the Visual
Dialog task and dataset. The task involves two agents. The first agent
does not see an image and asks questions about the image content. The
second agent sees this image and answers questions. The symbol ground-
ing problem, or how symbols obtain their meanings, plays a crucial role
in such tasks. We approach that problem from the semiotic point of
view and propose the Vector Semiotic Architecture for Visual Dialog.
The Vector Semiotic Architecture is a combination of the Sign-Based
World Model and Vector Symbolic Architecture. The Sign-Based World
Model represents agent knowledge on the high level of abstraction and
allows uniform representation of different aspects of knowledge, forming
a hierarchical representation of that knowledge in the form of a special
kind of semantic network. The Vector Symbolic Architecture represents
the computational level and allows to operate with symbols as with nu-
merical vectors using simple element-wise operations. That combination
enables grounding object representation from any level of abstraction to
the sensory agent input.

Keywords: Visual dialog · Vector symbolic architecture · Sign-Based
World Model · Perception

1 Introduction

In recent years, multimodal tasks have attracted increased attention. As an ex-
ample of such tasks, a Visual Question Answering (VQA) [1] which combines
visual and linguistic modalities could be considered. In VQA, a system queried
by an image and a question to that image and should output an answer to the
given question. This task serves as the starting point for more advanced prob-
lems, such as Visual Commonsense Reasoning (VCR) [33] and Visual Dialog [6].
VCR is testing the system’s ability to justify its answer by forcing it to choose
a rationale for it. Visual Dialog presents an example of a possible scenario of in-
teraction between an intellectual assistant and a user. The crucial feature of the
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data that the dataset has collected during the interaction of two agents (Amazon
Mechanical Turk workers) with each other. One agent (answerer) is exposed to
an image and its caption and its role to answer questions asked by another agent
(questioner) who does not see the image but the caption. Thus the questioner
implicitly solves the task of refining the representation of a scene depicted on the
image. Explicitly, the collected data is used in a situation where the answerer is
exchanged with a computer system and asked to answer the last question about
the image in the dialog considering dialog history. This peculiarity of the solving
problem determines the types of questions asked. They are very clear-cut, as the
questioner tries to refine the scene understanding. Most questions ask about ex-
ternal features (color, shape, size, appearance, etc.) and the existence/counting
of objects. The symbol grounding problem [10, 4, 23] plays a decisive role in the
effectiveness of such systems, as the system should relate the information from
the image and the textual data with its internal representation of concepts. How-
ever, this problem statement limits the number of question types and does not
allow for modeling complex cognitive functions as answers are based directly on
the system’s sensory input.

In this paper, we approach the symbol grounding problem from the semiotic
perspective and apply the Sign-Based World Model [22, 24] cognitive architecture
enriched by hyperdimensional computing [13] (vector symbolic architecture) [17].
In the semiotic approach, the information unit is a sign that differs from a symbol
in the sense that it possesses an internal structure and a name. Structurally, a
sign consists of four components, namely a meaning, significance, an image,
and a name. Sign components are represented by causal matrices. Matrices are
represented as vectors of high dimensionality via hyperdimensional computing.
Signs are not isolated information units but connected into a special kind of
hierarchical semantic network – the semiotic network – and on the lowest level are
grounded to the agent’s sensory input by the image component. The use of Vector
Symbolic Architectures allows for reducing operations on signs components to
vector operations.

In psychology, the Visual Dialog task relates to perception and the construc-
tion of the image of objects based on sensations. The theory of perception can
serve as a model for constructing algorithms in artificial intelligence investiga-
tions. The contribution of this paper is twofold: first, psychological groundings
for such tasks as Visual Dialog are presented, and the Vector Semiotic Architec-
ture is proposed to address the symbol grounding problem in the context of the
Visual Dialog task.

2 Related Works

Perception, one of the leading higher mental functions [29] of a person, makes
it possible to form some image of an object and subsequently the image of the
world. Perception can be understood in two ways: as an image, the result of
sensory systems and categorization work, or as a process that is a structure of
actions aimed to obtain such an image. Research in the field of activity and the
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construction of a system of actions is the most relevant to the development of
work algorithms of artificial systems.

The classification of action types and the process of their formation were
proposed by Nikolai Bernstein. He identified 5 levels of actions that are charac-
teristic of human activity. Each level was named with a Latin letter: A, B, C,
D, E [3]. According to Bernstein, movement levels have their neurophysiologi-
cal organization. The higher the goal of the action, the higher the level of the
corresponding anatomical and physiological organization.

A is the lowest level. This level includes tonic movements, e.g. trembling.
They are regulated by simple neurophysiological reactions which are similar both
for humans and animals. B is the level of coordinated movements. These are
coordinated actions without the need for spatial orientation. For example, hand
movements while lying on the surface. C level needs movement and orientation in
space. For example, you need to go around some obstacles. D is the subject level
that is typical for a person. At this stage, the movements are built according to
the logic of the subject. For example, if you need to take a cup without a handle,
then a person can find an action consistent with this goal. E is the level of the
speech muscles movements. This level is carried out when we speak, express our
thoughts, or in symbolic movements (dance).

According to the organization of the levels of action, Bernstein proposed
the concept of ”models of the necessary future”. The higher the motive of the
activity, the higher the levels connected to its implementation. Levels C and D
are significant for the construction of perceptual images.

At the level of perception, actions are associated with the conscious selection
of a certain side of a sensory situation and the subsequent categorization of sen-
sory information [32]. Studies of the processes of child perception development
show that they are initially included in the external practical actions. The con-
nection of perceptual actions with practical actions (manipulation, movement in
space, etc.) is manifested in their expanded motor character, which can be ob-
served externally. In the movements of the hand that feels the object (touch) and
in the movements of the eyes that trace the visible contour, there is a continu-
ous comparison of the image with the original, its verification and correction are
carried out. In the further development of the activity, there is a reduction in the
motor components. This leads to a significant temporary change: the process of
perception externally becomes a one-time action. These changes are associated
with the formation of a child’s system of operations within the framework of
perceptual actions and sensory standards. Perceptual actions are implemented
using various operations. A similar consideration of the process of constructing
a perceptual image is noted in the works of Jean Piaget [25], James Gibson [7],
Ulric Neisser [21].

If we consider the process of forming the image of perception in a child of
4-5 years, we can distinguish the following characteristics. The perception is di-
rected for them and carried out in the form of perceptual actions [26, 32]: the
shape of the object and the ability to group it according to this attribute; the
size of items and the ability to group them; dividing the subject into parts and
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vice versa; the ratio of the integral shape of objects and their parts by size;
measurements of objects (length, height, width, etc.); color of objects and their
parts; the selection of an object from the surrounding environment based on its
spatial position relative to other objects, the placement of objects (including
the number of parts), based on the knowledge of their position in the space;
understanding the similarity-difference relationship; understanding the general-
private relationship; understanding of causal relationships-establishing the cause
of a particular phenomenon, action, determining the possible consequence of cer-
tain actions and place them in the appropriate order; the necessary amount of
knowledge about the objects and phenomena of the surrounding world; math-
ematical representations of the number, geometric shapes, and magnitudes of
objects.

In the paper [26], the four stages of perceptual actions of a preschool child
were identified in order to build a holistic image of the subject. At the first
stage, the subject is perceived as a whole. We can say that at this stage there is
a comparison of the general characteristics of the object with sensory standards.
There is a primary categorization of the object into a certain class. At the second
stage, the main parts of the object are isolated and their properties (shape, size,
color, etc.) are determined. At the same time, the signs that will relate to the
main ones will be updated depending on the perceptual attitude, which updates
the field of attention and the appropriate signs. At the third stage, the spatial
relationships of the parts are distinguished relative to each other (above, below,
right, left) and to the entire context. At the fourth stage, an examination is
carried out by repeated holistic perception of the object. All the data obtained
about the object properties is analyzed. The results of the performed perceptual
actions are synthesized into a single image.

The cultural significance of an object in the social practice of a person or
the biological significance of an object in the life of an animal is described in
psychology as the objectivity of perception. Experiments in the field of cogni-
tive psychology [28], as well as data from neuropsychology [5] indicate that the
recognition of an object occurs not only based on the geometric features of the
configuration, but also within the framework of answers to the following ques-
tions: “What is it customary to do with this?”and “How can this be used?”.
Alexei Leontiev proposed to describe this principle of objectivity through the
concept of meaning as the fifth quasi-dimension (existing along with the four
dimensions of the space-time continuum), in which the objective world is re-
vealed to a person [19]. The objectivity of perception and mental reflection in
general is associated with the use of language for people. Thus, the task that
AI specialists set for themselves is completely fundamental to be able to answer
questions about the content of the subject scene.

The significant point is the process of analyzing the perceived object and
assigning it to a certain class. The question arises about the relationship between
the actualization of the perceptual image and semantic information. A number of
studies have shown that the selection of semantic features in the pre-adjustment
to the process of object perception itself performs a facilitating function if it
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meets the principle of semantic expediency. In the research of M. Potter was
shown a picture of a hammer. The subject was much faster to name the general
semantic category “tool”than when showing the word “hammer”[28].

The process of determining the overall value of the image by narrowing down
the field of a diversity of response options occurs simultaneously, and sometimes
before the selection of geometric features. In the intermediate phases of the mi-
crogenesis of perception, the answer is given to the question: “What does it look
like?”[28]. In the perceptual processing of complex realistic images, their general
semantic content is highlighted. This is done through the analysis and operation
of simple filters that work without feedback. Such images are clustered in the
coordinates of the semantic space of the scenario character, for example, “apart-
ment”, “forest”, “sea coast”. The overall meaning of the scene is highlighted
before the detailed perception of the individual objects that fill it, providing a
quick semantic classification [28].

A significant role of semantic clustering and schematization in the process
of image perception is also noted in studies of productive processes of memory
and reproduction of observed pictures. In experiments by Frederic Bartlett, the
respondents were asked to consider the picture [2] or a story. The first person
had the opportunity to see the picture and memorize it. In the future, the second
and successive respondents were called. The first person tried to clearly describe
its contents to the second, and this description was recorded. It was important
what the participants forgot and what the final description was left. All colors
except one were immediately forgotten. Random details disappeared. There was
a progressive forgetting of unimportant details. However, a few units remain
dominant.

Bartlett arrived at the conclusion that the scheme was stored in memory.
It is understood as a sequential logical-temporal bundle of images and events.
Node components or key events are highlighted in the schema. In the case of
memorizing images, this is a spatial scheme. When recreating a scheme, addi-
tional details usually refer to the following types: details related to circuit nodes;
emotionally charged details; details related to personal experience.

There is a replacement of unfamiliar images with similar ones. When recreat-
ing an image, the modifications are based on the schema and script. The actions
in the scenario are organized according to a given sequence and are directed at
the goal.

One of the directions of modern research of visual perception is the identifi-
cation of those visual parameters that can act in the construction of a complex
(semantic) image. For example, when investigating the problem of increasing the
number of informative points used by the visual system in comparison with the
number that directly falls on the retina of the eye, in [27] is shown that when an
image is perceived, a “field picture”is formed, structured not only by the visible
(actually indicated in the image itself) but also by the imaginary, or invisible
to the eye axes. Such results determine the prospects of research in the field of
the extra-sensory basis of human perceptual activity and the need to focus on
it when modeling perception by means of artificial intelligence.
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3 Vector Semiotic Architecture for Visual Dialog

In this paper, we apply a Vector Semiotic Architecture to the Visual Dialog
task. The Vector Semiotic Architecture is a Sign-Based World Model cognitive
architecture enriched with Vector Symbolic Architecture on the low level of rep-
resentation. Such a combination of approaches attempts to address the symbol
grounding problem [10, 4, 23], a fundamental problem of AI that is not solved
yet.

The Sign-Based World Model (SBWM) [22, 24] is a framework for model-
ing cognitive tasks. It bases on principles of the cultural-historical approach of
Lev Vygotsky and the activity theory of Alexei Leontiev. SBWM relies on the
concept of a sign representing the agent’s knowledge about the environment it
operates in, other agents it interacts with, and itself. The signs form a hierarchi-
cal semantic network. Conceptually, the sign is a four-component structure. Four
components represent different aspects of the agent’s knowledge. The meaning
component (M) implies the agent’s experience. Commonsense knowledge is ex-
pressed by the significance component (S). The image component (I) is used
to distinguish signs. The name (N) possesses a nominative function. SBWM is
successfully applied to different tasks, e.g., planning [14, 8], role distribution of
a group of agents [15], goal setting [24], and reasoning [16].

The S, M, I components of a sign represented by a special structure called
a causal matrix (CM). A CM z is defined as a tuple of length t of events ei.
Each event ei represents the appearance of a particular feature fj at time step i
and is a binary vector of length h. Thus a CM is a binary h by t matrix. The 1
in the position zji in a CM serves as a link to other matrices. That corresponds
to the feature fj and means that the feature fj is included in the appropriate
component of the sign. Thereby CMs are organized into a hierarchical semantic
network where the tuples of CMs are the nodes, and the links are the relations
between these tuples. The event index t can serve as discrete time to represent
dynamic entities.

Vector Symbolic Architectures (VSA) [13] is an umbrella term for bio-inspired
methods of representing and manipulating concepts as vectors of high dimen-
sionality (HD vectors). HD vectors use distributed representations, i.e., the in-
formation is distributed across vector positions, and only the whole HD vector
can be interpreted as a holistic representation of some entity.

For each concept of interest, an atomic HD vector is generated by sampling
vector space. Atomic HD vectors are stored in the item memory (IM). With
an extremely high probability, all random HD vectors are quasi-orthogonal to
each other, which is an important property of high-dimensional spaces. Hyper-
dimensional computing defines operations and a similarity measure to manip-
ulate atomic HD vectors. Two key operations for computing with HD vectors
are bundling and binding. The nature of a vector space could be different for
the different realizations of VSA. In this paper we work with bipolar vectors
S ∈ {−1,+1}[d×1].

The binding binds two HD vectors together and produces another HD vector
that is dissimilar to the bounded HD vectors. The semantic interpretation of this



Semiotic Approach in Visual Dialog 7

operation is assigning a value to a particular attribute. The Hadamard product
is used for the binding operation. The bundling is implemented via a position-
wise addition. The bundling combines several HD vectors into a single HD vector.
The resultant HD vector is similar to all bundled HD vectors. The bundling is
used to represent sets.

To map the SBWM structures to VSA operations, we use the approach pro-
posed in [17]. We use bold font to denote an HD vector of a corresponding
SBWM structure and H with an appropriate subscript to show that this HD
vector is stored in the IM.

As a causal matrix z could be represented as a set of events ei, then a
suitable VSA operation is a bundling. First, we have to map every event ei to
a corresponding HD vector Hei and then apply bundling to the collection of
vectors He1 ,He2 , ...,Het . To represent a link from a causal matrix z1 to a causal
matrix z2 we, first, transform z2 to an HD vector z2, second, split z1 into events
ez1i , and map them to HD vectors He

z1
i

, and then bind z2 with a corresponding

HD vector He
z1
i

. From the perspective of VSA, each symbol is seen as a high-

dimensional vector. Then we can operate on symbols using vector operations
and easily switch between representations using item memory H.

The proposed model is in Figure 1. The image and the question are processed
separately. Objects with attributes are extracted from the image. SBWM Mod-
ule uses this information to construct a hierarchical scene representation based
on SBWM via causal matrices. Then, the scene representation is encoded into
an HD scene vector zscene. An input question, a caption, and a dialog history
are fed into the module, where, if necessary, coreference is resolved. Then, the
Seq2seq Parser parses the question into a sequence of VSA procedures (program
P). Each procedure is a combination of binding, bundling, and similarity opera-
tions. Procedures serve a specific purpose, e.g., find an object with a particular
attribute value or the value of an object attribute. After that, the VSemA Rea-
soner executes the program on the scene representation and outputs the answer.

Fig. 1: Vector Semiotic Architecture for Visual Dialog.
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4 Experiments

In the Visual Dialog task, the asked question relies on the dialog history. Thus
to successfully provide an answer, the model has to consider it. In the proposed
approach, we use the coreference resolution to process the dialog history and
work with the questions independently. Coreference resolution aims at solving
the problem of finding all expressions that correspond to the same entity in the
text. We replace the pronouns that refer to the objects mentioned in the previous
questions with corresponding nouns. It enables question parsing without relying
on the history more than using it for coreference resolution.

To replace pronouns, we use a Huggingface coreference resolution model
(NeuralCoref4), an AllenNLP library5, and a simple rule-based replacement.
AllenNLP model relies on the approach from [18] with the SpanBERT [12] word
embeddings. The rule-based replacement is done by using the spaCy6 parser to
extract part-of-speech tags for each word. The rule was to replace every pronoun
in a question with an object from the previous question. We present the quality
comparison of used coreference resolution methods in Table 1.

Leaving a pronoun in a sentence makes it impossible for the model to answer
correctly. Thus it is better to replace more pronouns at the cost of the percentage
of wrong replacements. We chose the AllenNLP model as a final coreference
resolution model as it copes well with that task.

Questions GT Rule-Based Huggingface AllenNLP

what color are bikes?
are they parked on stock parking?

bikes they bikes they

do they pose to picture? people helmets their their

do you see any buildings?
are they single story?

buildings buildings any buildings two

are there other people in the photo?
what color are they painting with?

person photo what color person

Table 1: Results of applying coreference resolution to different dialogues.

Visual Dialog is a real-world dataset, which means that the questions asked
in the dialogues are not standardized (e.g., compared to CLEVR [11]). Thus
there is no straightforward way to convert a question to a sequence of template
procedures, which will produce the answer if executed. Therefore to demonstrate
the proposed approach, in this paper, we narrowed down types of questions to
existence (Is there an object?) and counting (How many objects are there?).

4 https://github.com/huggingface/neuralcoref
5 https://docs.allennlp.org/models
6 https://spacy.io
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The MSCOCO[20] dataset annotation contains 80 classes, which do not cover
the entirety of Visual Dialog dataset classes. Therefore we chose a subset of Vi-
sual Dialog questions that are about the objects represented in the annotations.
There are 20,290 existence questions and 12,472 counting questions. We applied
a training pipeline from [31]: the question parser is pretrained on a small subset
of question-program pairs in a supervised manner, then REINFORCE [30] is
used to fine-tune the parser on the question-answer pairs. There are no program
annotations in the Visual Dialog dataset, and we annotated questions manually.
It resulted in a total of 39 question-program pairs. Even such a small amount is
sufficient to train the model successfully.

We chose the NS-VQA model [31] as a baseline. It achieved an overall accu-
racy of 50.7%, where 31.7% is the accuracy for counting questions and 71.7% is
for existence questions. For Vector Semiotic Architecture, we used HD vectors
of size 10000 for scene representation. The proposed model achieved 51.3% ac-
curacy, where the accuracy for counting questions is 31.0%, and the accuracy
for existence questions is 73.9%.

5 Discussion

In the experiment, various paintings depicting objects, people, and animals were
used. From a psychological point of view, the experiment combines constructing
and transmitting a perceptual image. The study design brings it closer, in fact,
to the first stage of Bartlett’s experiments on productive memory work. The
study participant is given a caption as a short description of the image. This
semantic framework is the beginning of the construction of a perceptual image.
In Example 1 (Figure 2a), a caption will be “a couple of men riding horses on top
of a green field”. As we noted in the studies of the microgenesis of perception,
this will be the initial focus in a certain scenario – “dressage on the field”. In
Example 2 (Figure 2b), we focus on the scenario field “kitchen, dining room”or
“catering establishment: restaurant, cafe”. Such a process outlines the range of
possible objects that can semantically be in such a field of perception. Within
the framework of the human psyche, this process acts as an analog of presetting,
which significantly reduces the process of identifying the image.

In the further course of the experiment, a dialogue takes place in the form of
an answer to questions that will help reconstruct the perceptual image. From a
psychological point of view, such activity carries out the process of recognition,
successively passing through separate operations of perceptual actions. In the
experiment, a model is created at the C level and partially at the D level, accord-
ing to Bernstein’s typology. So, in Example 1, this is the answer to the question
about the number of horses. It is necessary to select an object by identifying it
by its contour to implement this perceptual action, i.e., primitive counting based
on the visual image. This task implements the principle of sensory standards.
The system recognizes an image that corresponds to such generalized examples.
A mechanism that models the recognition process based on sensory standards is
created due to the training of recognition of a particular image. In Example 2,
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color recognition becomes a perceptual action. There is also a search and corre-
lation with color standards to answer that the napkin and tablecloth are white.
The design of the question-answer part of the experiment implies the division of
the holistic perceptual action of recreation into separate operations. This scheme
is most fully classified in the works on child psychology and is described above.
In our experiment, we chose three types of operations, i.e., the detection of the
object and its name, color, and quantity. They correspond to simple perceptual
operations. It is clear that the task of creating an artificial psyche, which imple-

Fig. 2: Examples from Visual Dialog [6].

ments the principle of objectivity of mental reflection, has no solution, and it can
hardly be posed by anyone seriously. However, the implementation of this prin-
ciple in problems with a limited set of “names”and associated “images”(spatial-
color configurations), “values”(everyday scenarios where the objects presented
in the picture play their roles), and “meanings”(evaluative attitude to these ob-
jects) seems quite possible. The organization of “recognition”should be carried
out “from top to bottom”: from the meaning of the entire scene to the prop-
erties description of individual objects. The reasons for such a sequence in the
algorithm that models human perception are found in two areas of experimental
psychology, i.e., in the study of the microgenesis of visual perception and the
research of attribution of motives.

One limitation of a proposed approach, that it extracts objects based on an-
notated classes, and scanty annotations lead to poor performance. As a solution,
an instance segmentation model trained on datasets with many categories [9]
could be used.
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6 Conclusion

In this paper, we propose the Vector Semiotic Architecture for Visual Dialog.
The combination of SBWM and VSA in the Vector Semiotic Architecture allows
approaching the symbol grounding problem by connecting high-level represen-
tations of concepts with sensory inputs of an agent. The proposed architecture
achieved 31.0% accuracy for count questions and 73.9% accuracy for existence
questions on a subset of the Visual Dialog dataset. Also, we show the limitations
of an existing dataset for the Visual Dialog task.
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