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Abstract

The multi-modal tasks have started to play a significant role in the research on artificial intelligence. A particular example of
that domain is visual-linguistic tasks, such as visual question answering. The progress of modern machine learning systems
is determined, among other things, by the data on which these systems are trained. Most modern visual question answering
data sets contain limited type questions that can be answered either by directly accessing the image itself or by using external
data. At the same time, insufficient attention is paid to the issues of social interactions between people, which limits the scope
of visual question answering systems. In this paper, we propose criteria by which images suitable for social interaction visual
question answering can be selected for composing such questions, based on psychological research. We believe this should
serve the progress of visual question answering systems.
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1. Introduction

In recent years, multimodal tasks have attracted increased attention. Visual question answering
(VQA) [2], which combines visual and linguistic modalities, could be considered an example of
such tasks. In VQA, a system is queried by an image and a question to that image and should output
an answer to the given question. This task serves as the starting point for more advanced problems,
such as visual commonsense reasoning (VCR) [40] and visual dialog (VD) [6]. VCR is testing the
system’s ability to justify its answer by forcing it to choose rationale for it. Visual dialog presents
an example of a possible scenario of interaction between an intellectual assistant and a user. The
data set has been collected during the interaction of two agents (Amazon Mechanical Turk workers)
with each other. One agent (answerer) is exposed to an image and its caption and its role to answer
questions asked by another agent (questioner) who does not see the image but the caption. Thus, the
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questioner implicitly solves the task of refining the representation of a scene depicted on the image.
Explicitly, the collected data are used in a situation where the answerer is replaced with a computer
system and asked to answer the last question about the image in the dialog considering the dialog
history. Thereby, the problem statement determines the types of questions asked. They are very
clear-cut, as the questioner tries to refine the scene understanding. Most questions ask about external
features (color, shape, size, appearance, etc.) and the existence/counting of objects. Questions of this
kind (about color, shape, quantity, spatial relationship between objects, etc.) characterize most of
the existing data sets for the VQA task, such as VQA v2.0 [8], CLEVR [15], GQA [14], and visual
genome [17]. The symbol grounding problem [2, 5, 11] plays a decisive role in the effectiveness of
such systems, as the system should relate the information from the image and the textual data with its
internal representation of concepts. However, this problem statement limits the number of question
types and does not allow for modeling complex cognitive functions as answers are based directly on
the system’s sensory input.

Other works complicate the task by adding questions that are not answered directly in the image,
which leads to the need to use external knowledge bases [22, 28, 36, 37]. The questions from the
VCR data set [40] look the most interesting. However, the format of the answer by choosing from
multiple options allows us not to refer directly to the reasoning about what is happening in the image,
but to act using the elimination method.

In this paper, we propose to turn to developments in the field of studying perception, in particular
social perception, which can be used to collect data to advance research in the field of VQA. The
main purpose of our research is to conduct a methodological study of the correlation between visual
information and the compilation of a verbal description of situations of a social scenario. This is
solved in the tasks of compiling algorithms for collecting the ‘gold standard’ data set that could be
used for training of VQA systems. The contribution of our work is the classification of image types
that can be used to build data sets on social interactions, and the formed criteria for selecting such
images based on psychological research.

The paper is structured as follows: section 2 provides an overview of existing data sets for the
visual question answering task. Section 3 considers the psychological aspects of visual perception,
offers a classification of images and forms the main criteria for selecting images for visual question
answering. Section 4 provides an example stage of selection of visual information, and section 5
concludes our work.

2. Visual question answering data sets

For a long time, the VQA [2] data set and its modification VQA v2.0 [8] served as standard
benchmarks for the visual question answering task. The data set consists of both real-life images and
animated scenes and covers a wide range of open questions. Questions vary in complexity: determin-
ing some property of an object (e.g., color, “What color is the hydrant’?, “What color is the ground’?),
determining the type of object in an image (‘What animal is in the window’?, ‘What type of meat do
you see’?), including requiring the ability to recognize text on an image (‘What brand is the pickup
truck’?), counting entities (‘How many people are in the image’?, identifying the entity state (‘Is
the water still’?), determining actions (‘What is the kid doing’?, “Why are the men jumping’?), and
other types of questions (‘Is this a color photo’?). A distinctive feature of such questions is that all
of them can be answered using only the information from the image. Modern models have already
outperformed the human result (80.78 overall accuracy) on this data set (84.03—BEiT [39], 82.00—
OFA [38]); however, the task of visual question answering cannot be considered completely solved.
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Other similar data sets [14, 15, 17] have the same limitations, although they complicate some aspects
of the problem, e.g. answers to CLEVR [15] questions require longer chains of reasoning.

An interesting approach to further development of the visual question answering task is the
development of adversarial data sets [21, 31], which are collected on the basis of error analysis
of existing state-of-the-art solutions. This approach advances research, but does not fundamentally
solve the problem with the presence of the answer directly on the image.

Another direction is connected with the addition of a question for the answer to which it is
necessary to attract external knowledge from the knowledge base or Wikipedia [22, 28, 36, 37].
However, in most cases, the answers to such questions come down to fact-checking and do not
require reasoning, e.g. “What is this device used for’?, ‘What is the name of the man who built the
arc in the bible due to this natural catastrophe’?, ‘What is the popular brand of soda’?

Separately, there are data sets serving specialized visual question answering tasks, such as assisting
visually impaired people [9, 10] and analysis of medical radiology images [1, 12, 16, 18] and images
of pathologies [13].

Thus, developing criteria by which images could be selected for questions about social interactions
is an important task.

3. Psychological aspects of visual cognition

One of the most popular and relevant areas in the field of machine learning is the task of analyzing
visual information and drawing conclusions based on it [33]. There are two levels of image analysis:
perceptual and semantic. First of all, the analysis of visual information for determining objects
in psychology, their location and the construction of a perceived image refers to the field of
perception (primarily visual) [34]. Such task is reduced to the classification of objects and analysis
based on correlation with a reference (sensory standard). Within the framework of perception,
psychologists identify up to 30 signs that can describe images and their mutual location [25].
Perceptual classification of objects is now solvable in machine learning and help to distinguish an
image [40]. But another model of recognition and construction of learning methods is needed for
the class of social actions. What is the difference between social perception and sensory perception?
What models can be implemented? It warrants a closer look.

Social perception is the process of people’s perception of social relations, actions, and assessments
as part of interaction and communication [26]. At the same time, the process of perception becomes
closely related to the sphere of meanings and understanding of behavioral scenarios. In machine
learning, the task of understanding social relationships arises within the framework of visual
common reasoning [2].

A particularly important part of the problem of reasoning in everyday logic is the task of using
visual experience. Perceptual information within the framework of ontogenetic development serves
as the basis for the construction of the main categories, their connection with cultural patterns, and
the construction of a single construct: ‘image-nominative designation—social significance’ [35]. In
Piaget’s works [24], the ideas of socially significant phenomena became possible based on the sen-
sorimotor stage of intellectual development, where the initial analysis and synthesis of information
are understood from actions with objects, and subsequently move to more complex categories.

Vygotsky [35] attributed such a process of forming the internal structure of the mentality to
external social activity (above all, through communication). The semantic-symbolic function of
consciousness develops during this process. It transfers mentality into a special dimension of
perception of the surrounding reality in a system of meanings. The concept of a ‘scenario’ refers
to the level of social values.
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FIGURE 1. Ratio of the concepts of ‘activity’ and ‘scenario’.

In the 1920s and 1930s, Piaget [24] and Bartlett [3] described the importance of subjective
interpretation processes. They introduced the concept of ‘schema’ or ‘knowledge structures’,
summarizing knowledge and accumulated experience in relation to events classes. The schema
becomes the basis of expectation associated with the same stimuli and events in the future, thereby
acting as the basic mechanism of scenario behavior.

The term ‘scenario’ came into use in the works of Schanck and Abelson [27]. It was introduced
to explain how people, getting into many familiar situations, perform strictly defined roles, making
a choice from a set of behaviors. The concept of scenarios is based on the idea that people enter into
predictable, almost ritualistic interactions to meet their needs with little social stress and cognitive
effort [26].

Schanck and Abelson subsequently proposed identifying the terms of the frame and the scenario
with the most characteristic issues related to this situation. The answers to these questions are useful
for understanding this situation. In order to understand the action that is being described or observed,
a person is often forced to ask such questions: ‘Who performs the action (agent)’?, “What is the
purpose of the action (intention)’?, ‘What are the consequences (effect)’?, “Who is affected by this
action (recipient)’?, ‘How is it produced (tool)’? [28]. The construct of the ‘scenario’ takes into
account the appeal to visual information.

These areas of research in the cognitive and behavioral fields can be operationally represented in
the form of a scheme. It can be considered in both contexts: activity as an objective reality [19] and
the scenario as a mental construct. The ratio of these two methodological sections of the review is
shown in Figure 1.

Activity is determined by a motive. They exist objectively and are determined by a conscious
goal. Actions are behavioral acts. They connected with the objective and social world. Operations
are methods of performing the action which are set by the execution conditions. On the other hand,
a scenario exists mentally as a cognitive scheme. It is a field of knowledge and is represented in
linguistic terms, determined by replicability in social experience, social roles and norms. A scenario
consists of steps: sequential elements of the script, presented in the form of a description [30].
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FIGURE 2. The model of the script structure with the visual-verbal structure of the sign.

At the heart of the construction of visual data sets with the theme of social interaction, it is
necessary to take into account the ratio of the image as perceptual information and a system of
meanings that are revealed in the field of the subject’s linguistic consciousness and presented in the
form of scenarios. At the same time, the verbal description of the image can be carried out at the
operational level, for example, the description of the picture as a form, type, color of objects, and
not revealing the social significance of the situation. The social function of the depicted is revealed
by the correlation with the step of the scenario, where the general meaning of social interaction
is determined through the place of what is happening, the role of subjects, objects performing a
function in the activity (e.g. labor or household). There is a methodological problem of establishing
a connection between an image clearly attributed to a certain type of social interaction and a set
of those significant features that allow it to be attributed to this class. To solve this problem, we
proposed using the concept of a visual sign, which allows one to combine significant performance
indicators with motivational and needs components and scenarios as a mental scheme of social
interactions and representations. We show it in Figure 2.

The scenario is expressed by a visual sign (picture), which captures some separate behavioral
action (which is essentially a step of the scenario). But the visual sign itself turns to the cognitive
level, in which the action and the scheme underlying its target basis, consisting of separate steps
operations, are revealed. The visual sign-image appears in two planes: the perceptual reflection of
the scenario step as a behavioral act and the actualization of the scenario as an action, part of the
scheme in cognitive terms (the concept of ‘schema in the sense of Bartlett’s works”).

The visual sign of the scenario cannot be considered outside the cognitive level and nomination,
because it does not allow one to determine, see the action and activity behind it, but can only
be defined as a separate behavioral act (operation). We propose a scheme of sequential steps for
compiling a data set collection algorithm for this task, it is shown in Figure 3.

Scenario chains are built on the basis of motivational-target compliance, and they can be built by
asking questions about what happened before and after.

The classification of action types and the process of their formation were proposed by Nikolai
Bernstein. He identified five levels of actions that are characteristic of human activity. Each level
was designated with a Latin letter: A, B, C, D and E [4]. According to Bernstein, movement levels
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Creating a database of images of one type of
scenario (social interaction) in the form of a
"gold standard" dataset based on expert work.

Collecting data from markups and processing
them within the framework of Al technologies
for further training of intelligent agents to
identify social interactions, their types and
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The formation of an image base based on the
correlation of: the general name of social
interaction to images, taking into account the
role of the subject of interaction, the
possibility of finding specific perceptual
features to identify the scenario, making
short annotations to each image taking into
account the subject-role functions of the
depicted objects.

Creating a pool of tasks for markups to identify
correlations "the name of the scenario-specific
visual signs in the image for this type of
scenario — the position of this scenario in the

sequences sequence of human activity."

FIGURE 3. The model of the data set collection scheme.

have their neurophysiological organization. The higher the goal of the action, the higher the level of
the corresponding anatomical and physiological organization.

A is the lowest level. It includes tonic movements, e.g. trembling. They are regulated by simple
neurophysiological reactions which are similar both for humans and animals. B is the level of
coordinated movements. These are coordinated actions without the need for spatial orientation, e.g.
hand movements while lying on the surface. The C level needs movement and orientation in space.
For example, you need to go around some obstacles. D is the subject level that is typical for a person.
At this stage, the movements are built according to the logic of the subject. For example, if a person
needs to take a cup without a handle, they can find an action consistent with this goal. E is the level of
the speech muscle movements. This level is activated when we speak, express our thoughts or in sym-
bolic movements, e.g. dancing [4]. According to the organization of the levels of action, Bernstein
proposed the concept of ‘models of the necessary future’ The higher the motive of the activity, the
higher the levels connected to its implementation. Levels C and D are significant for the construction
of perceptual images. Figure 4 shows a diagram of the levels and their brain representation.

The paper [25] identified the four stages of perceptual actions of a preschool child to build a
holistic image of the subject. At the first stage, the subject is perceived as a whole. It can be claimed
that at this stage, there is a comparison of the general characteristics of the object with sensory
standards. There is a primary categorization of the object into a certain class. At the second stage,
the main parts of the object are isolated and their properties (shape, size, color, etc.) are determined.
At the same time, the signs that will relate to the main ones will be updated depending on the
perceptual attitude, which updates the field of attention and the appropriate signs. At the third stage,
the spatial relationships of the parts are distinguished relative to each other (above, below, right,
left) and to the entire context. At the fourth stage, an examination is carried out by repeated holistic
perception of the object. All the data obtained about the object properties is analyzed. The results of
the performed perceptual actions are synthesized into a single image.

There are many classifications of images [7]. However, in the tasks of psychological diagnostics
and use in psychological experimental schemes, four main types can be distinguished. Here is a list
of image types:
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FIGURE 4. Table of levels of movement construction according to N. Bernstein with correlation of
the type of action and the level of its brain organization

w

The theme of the connection of a visual image and the disclosure of a verbal scheme of actions
and meanings is based on the problem of composing a story based on a picture. Child psychologists
and speech therapists offer algorithms for composing stories based on a picture and a system for
checking the depth of proficiency at the speech level [29]. To develop a story based on a picture,
ready-made question diagrams are even used, which help to understand the aspect of the meaning of
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performing an action
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performing actions with
subsequent correction

. The first type is realistic images. This class includes photo and video frames from real life.

Examples of this type of images are shown in Figure 5 a, b from the VCR data set [40].

The second type encompasses photos and video scenes that curate certain image properties
for better semantic attribution to a certain category. This class includes scenes from movies or
photos with processing. Examples of this type of images are shown in Figure 5 c, d from the

VCR data set [40].

The third type is schematic images (Figure 6a) [32].
The fourth type involves sequences of schematic images (Figure 6b) as a set of visual reference

signs for composing a story [29].

social actions in the picture based on the allocation of significant perceptual components.

For example, there are such variants of leading questions depending on the number of drawn

characters [29]:

Who is depicted?—a subject of activity;
What is he/she doing?—action;

What is his/her face expression?—emotions;

What is he/she wearing? What color is it?—the role of the character;
What is the time of year in the picture and the place?—context.
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FIGURE 5. Realistic images and photos and video scenes. Examples are taken from the VCR data
set [40].

FIGURE 6. Examples of schematic images (a) [32] and sequences of schematic story-images
(b) [29].

Based on a review of psychological research [7, 29, 33—35], we have identified the main criteria
for selecting images of all types for a data set on social interaction:

1. It must contain visualized external action that is perceptually observable and can be distin-
guished by processing visual information from similar actions.

2. Three planes of the image can be highlighted: the social roles of the actor, the subject of the
action (allowing one to determine the tool component of the activity, its purpose and meaning),
the circumstances of the action (the surrounding space clarifying the circumstances of the
action and clarifying the semantic field of the actualizing situation).

3. In social interaction we must pay attention to the direction of the subject’s gaze and movement,
hand positions and facial expressions.
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Here is an example of creating a data set of social interactions based on the features of visual
information and types of images. The schema of the algorithm preliminary stage of preparing the
data set for subsequent modeling of reasoning is presented in Figure 7.

At the next stage we use the work of the trial markup in three stages (Figure 8).

4. Example of visual information selection stages and discussion

As an example of applying criteria and types to the selection of images for data sets with social
interactions, let us consider the algorithm of the work of researchers and markups.

An action without defining the target side and component in the structure of the activity actually
becomes an operation. In complex social actions, scenarios are constructed according to the type of
instruction (a sequence of actions in the psychological sense, having a goal and replacing each other)
and ritualized (nuclear, the goal is in the main core of the action). Therefore, the work begins with the
selection of the scenario of the created data set. For practical purposes, realistic images are the most
relevant, the first type of their classification, presented in Section 3 of this paper. However, other
types of images allow you to solve narrower tasks. The analysis of schematic images leaves only sig-
nificant elements of the situation, thereby forming a visual prototype-standard. Image stories allow
you to take into account the dynamic component and understand the semantic part of the images.

Preparation for the presentation of tasks for the text markups consists of several stages:

1. Selecting from the list the appropriate name of the situation (options from 3 to 7-9). Most
likely, the name will include the subject, action and place/circumstances, or can be presented
in generalized form. For example, for a situation of pack for a trip, this could be the following
list of names: take a taxi, get on the plane, pack for a trip, pass an airport security check.

2. Marking the perceptual side of the situation with the cursor on the image. Defining significant
objects for the scene.

3. Drawing up a description of the situation/scene in the image by the marketer.

4. The marketer’s answer to questions about the purpose of actions and the pre- diction of further
steps. The first part of the questions and descriptions from stages.3 is related to what is depicted
and given, including in the perceptual plan. The second part is related to the target questions
(e.g. why, for what purpose). Questions are asked before the respondent is out of possible
answers. Further, clarifying questions are asked to the answers of the second level (target),
allowing the machine to make predictions in the future.

So, for the ‘Journey’ scenario [20] in the trial version, you can imagine five steps that can be
visualized:

— Scenario 1: ‘Pack a suitcase’;

— Scenario 2: ‘Take a taxi’;

— Scenario 3: ‘Check in at the airport’;
— Scenario 4: ‘To fly on an airplane’;
— Scenario 5: ‘To meet the arriving’.

Images that meet the criteria for the data set for images with social interaction are selected for each
scenario. The first stage of the study with the work of the markup should include several tasks with
appropriate instructions for each image of the corresponding scenario. For example, for scenario 1:
‘Packing for a trip’—choose one of the appropriate names from the list (Figure 9).

Next, mark the objects with a marker cursor on the image, which help visually refer it to the
selected name of the situation, thus establishing a correspondence between specific visual features
and their semantic nomination (Figure 10).
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FIGURE 9. Example of the stage one for the ‘Packing for a trip’ scenario. ‘Choose a suitable name
for the image: take a taxi, get on the plane, pack for a trip, pass an airport security check’.

FIGURE 10. Example of the task in which the marker must mark with the cursor those parts of the
image (objects, part of the situation, the hero of the scene, etc.) that help to understand what kind of
situation it is. ‘In the drawing, select the objects/circle with a marker cursor those parts of the image
that help you relate it to the selected name of the situation.’

One of the directions of modern research of visual perception is the identification of those visual
parameters that can act in the construction of a complex (semantic) image. For example, when
investigating the problem of increasing the number of informative points used by the visual system
in comparison with the number that directly falls on the retina of the eye, Shapoval [30] shows that
when an image is perceived, a ‘field picture’ is formed, structured not only by the visible (actually
indicated in the image itself) but also by the imaginary or invisible axes. Such results determine the
prospects of research in the field of the extra-sensory basis of human perceptual activity and the
need to focus on it when modeling perception by means of artificial intelligence.

5. Conclusion

The correlation of two methodological constructions within the frameworks of the activity approach
and scenario concepts is possible when building a connection at the level of an action, its target
component and its reflection in the scenario as a semantic representation scheme. There are two
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subtasks of the connection of the visual image and its nomination in the connection through the
nomination with the structure of the script and reasoning.

Objectively observed actions in the psychological sense within the framework of a particular
activity include the basis of visual information (external actions). The name of the action allows
us to define it as belonging to the scenario level. The description of the action reveals the level of
the cognitive scheme and the actual script that exists in the language. It is solved on the basis of
compiling a verbal description of the action and finding out its target side. Methodology-wise, it
helps us go to the stage of reasoning based on the clarification of cause-and-effect relationships.
This leads to modeling the reasoning process in artificial intelligence [23].
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