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Abstract

The Multi-Agent Pathfinding (MAPF) problem involves find-
ing a set of conflict-free paths for a group of agents con-
fined to a graph. In typical MAPF scenarios, the graph
and the agents’ starting and ending vertices are known be-
forehand, allowing the use of centralized planning algo-
rithms. However, in this study, we focus on the decentral-
ized MAPF setting, where the agents may observe the other
agents only locally and are restricted in communications with
each other. Specifically, we investigate the lifelong variant
of MAPF, where new goals are continually assigned to the
agents upon completion of previous ones. Drawing inspira-
tion from the successful AlphaZero approach, we propose a
decentralized multi-agent Monte Carlo Tree Search (MCTS)
method for MAPF tasks. Our approach utilizes the agent’s
observations to recreate the intrinsic Markov decision pro-
cess, which is then used for planning with a tailored for
multi-agent tasks version of neural MCTS. The experimen-
tal results show that our approach outperforms state-of-the-
art learnable MAPF solvers. The source code is available at
https://github.com/AIRI-Institute/mats-Ip.

Introduction

Multi-agent pathfinding (MAPF) is a non-trivial problem
inspired by numerous practical applications like automated
warehouses, video games, intelligent transport systems, etc.
A large body of works (Ma et al. 2019; Sharon et al. 2015;
Wagner and Choset 2011) study this problem in a central-
ized setting, i.e., it is assumed that a central control unit ex-
ists that 7) has a knowledge of the full state of the environ-
ment (locations of the agents, their goals, positions of the
static obstacles, etc.) at any time moment; i) is in charge of
providing conflict-free solutions to MAPF queries. Indeed,
various flavors of MAPF problems are studied within this
setting, e.g., Classical MAPF (Stern et al. 2019) when each
agent is assigned a unique goal, Colored MAPF (Ma and
Koenig 2016) when the agents are split into teams and agents
of one team are interchangeable, Anonymous MAPF (Honig
et al. 2018), when any agent can pursue any goal, etc. One
MAPF variant, that we study in this work, is the Life-
long MAPF (LMAPF). In this setting, the agents must con-
stantly pursue goals (provided externally), i.e., when an
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agent reaches its goal, it is immediately assigned another
one. This setting is motivated by the real-world delivery ap-
plications when a group of robots has to constantly deliver
some items dispersed in the shared environment, e.g., items
of goods in the warehouse, documents in the office building,
medicine in the hospital, etc.

One of the ways to solve LMAPF is to adapt existing
MAPF solvers to the lifelong setting. One of such recent
methods, RHCR (Li et al. 2021), involves centralized re-
planning every k time-steps. Indeed, when k is small and
the number of agents is large, the performance of such an ap-
proach degrades significantly as it may take too much time
for a solver to construct a joint collision-free plan. Bounded-
horizon planning can mitigate this issue to a certain extent;
indeed, RHCR utilizes this technique. However, this is still
limited.

An appealing orthogonal approach is to solve LMAPF in
a distributed fashion, i.e., model it as a decentralized se-
quential decision-making process when every agent individ-
ually decides what action to take at each time step. Most of
the state-of-the-art decentralized (L)MAPF solvers are the
learnable ones (Sartoretti et al. 2019; Damani et al. 2021;
Ma, Luo, and Ma 2021; Li et al. 2022). However, the per-
formance of these solvers may rely heavily on the dataset
of problem instances used at the learning (training) stage.
Their performance often drops significantly in setups that
are unlike the latter ones. This is a general problem known in
machine learning as low generalization. To mitigate this is-
sue, hybrid approaches were proposed that typically include
a (search-based) global planner and a (local) learnable pol-
icy that is tailored to follow the global plan while resolv-
ing the potential inter-agent conflicts (Wang et al. 2020; Liu
et al. 2020). Such approaches also have limitations because,
under challenging cases, it is required to move significantly
away from the local sub-goal for the agents to disperse in
bottlenecks. Learning-based methods may demonstrate low
efficiency in this kind of task. Thus, another way of combin-
ing the learning-based and search-based approaches is desir-
able.

This work follows a hybrid search-and-learning approach
to create a decentralized MAPF solver. However, our
methodology is different from the ones described above. On
the one hand, we rely on the (lightweight) learnable policy
that can drive an agent toward a goal. On the other hand, to



improve the agent’s ability to cooperate, we utilize Monte-
Carlo Tree Search (MCTS). This powerful technique is usu-
ally used for antagonistic game environments and single-
agent tasks (Browne et al. 2012). In this work, we follow
the seminal AlphaGo approach (Silver et al. 2016, 2017) and
design a variant of MCTS that uses the suggested learnable
policy to evaluate environmental states and provide action
distributions to grow the search tree. This contributes to the
effective simulation of the different variants of how the agent
and the neighboring agents might behave in the future and
focus on the most prominent variants (using the MCTS ma-
chinery). As a result, all agents can exhibit (implicit) coordi-
nation and successfully solve challenging LMAPF instances
(i.e., the ones involving long corridors or tight passages,
etc.). From the reinforcement learning (RL) perspective our
approach may be attributed as model-based RL, i.e., we rely
both on the learnable policy and on the model of the world
to, first, simulate different variants of how the world might
evolve in response to our action, and, second, to choose the
most promising action, based on this simulation process.

In the empirical evaluation, we compare our method,
which we dub MATS-LP (Multi-agent Adaptive Tree
Search with the Learned Policy), to the state-of-the-
art competitors, i.e., Primal2 (Damani et al. 2021) and
SCRIMP (Wang et al. 2023) and show that it numerous cases
MATS-LP notably outperforms them.

Related Works

Two streams of research are particularly relevant to our
work: learnable (lifelong) MAPF methods and utilizing
MCTS for multi-agent systems and MAPF in particular.
Next, we review both of these domains.

Learnable (L)MAPF Solvers Among the recent works
dedicated to MAPF, one of the first ones that were specif-
ically dedicated to creating a learning-based MAPF solver
was (Sartoretti et al. 2019). A combination of reinforce-
ment learning and learning from expert demonstrations was
used to create a learnable policy called Primal, tailored
to solve conventional MAPF problems. Later in (Damani
et al. 2021), an enhanced version of this solver, Primal2,
was introduced. The latter was equipped with special cor-
ridor reasoning techniques, aiming at avoiding the dead-
locks in narrow corridors, and it supported lifelong MAPF
setting (therefore, we choose Primal2 as one of the base-
lines we compare our method to). Among the other learn-
able MAPF solvers that use reinforcement learning to ob-
tain a decision-making policy, one can name (Riviere et al.
2020; Wang et al. 2020). The learnable methods introduced
in (Li et al. 2020; Ma, Luo, and Ma 2021; Li et al. 2022)
add communication capabilities to the agents, i.e., allow the
agents to communicate to resolve deadlocks and avoid con-
gestion. In this work, we compare with one of the most re-
cent communication-based methods, i.e., SCRIMP (Wang
et al. 2023). However, it is worth noting that our method
does not rely on agent communication.

MCTS for MAPF Initially, Monte Carlo Tree Search
(MCTS) algorithms demonstrated their effectiveness in

competitive games with complete information, such as chess
or Go (Silver et al. 2017). More recent versions of MCTS
utilize deep neural networks to approximate the values of
game states instead of relying solely on simulations. These
approaches have also shown promising results in single-
agent scenarios, where agents can learn a model of the en-
vironment and play Atari games (Schrittwieser et al. 2020;
Ye et al. 2021). Besides gaming, MCTS methods have found
applications in other domains, such as matrix multiplication
optimization (Fawzi et al. 2022) and theorem proving us-
ing the Hyper Tree approach (Lample et al. 2022). Addi-
tionally, MCTS techniques have demonstrated applicability
in robotics (Best et al. 2019; Dam et al. 2022).

Despite the growing interest in utilizing MCTS for multi-
agent tasks, there have been limited applications of MCTS
for MAPF. In their work (Zerbel and Yliniemi 2019), the au-
thors propose a multi-agent MCTS for Anonymous MAPF
in a grid-world environment. Their environment has a dense
reward signal (the agent who reached any goal on the map
received a reward and ended the episode), and there are no
obstacles, making collision avoidance easier. The authors
build a separate tree for each agent using a classical algo-
rithm. They then jointly apply the best actions (forming a
plan) from the trees in the simulator to receive true scores
of the solution and update the trees on that difference. This
approach performs well even with a large number of agents.

A recent paper (Skrynnik et al. 2021) proposed a more so-
phisticated approach for multi-agent planning that combines
RL and MCTS. The authors suggested a two-part scheme
that includes a goal achievement module and a conflict reso-
Iution module. The latter was trained using MCTS. The con-
struction of the search tree for each of the agents was also
performed independently, and actions for other agents were
selected using the currently trained policy. This work used
MCTS only during training to train the conflict resolution
policy.

Background

Multi-agent Pathfinding We rely on commonly-used
MAPF assumptions as described in the survey work on this
topic (Stern et al. 2019). The timeline is divided into time
steps, and a graph G = (V, E) represents the positions of
K agents. Each agent can either wait in its current vertex or
move to an adjacent one at each time step. We assume that
the outcomes of the actions are deterministic and no inac-
curacies occur when executing the actions. A sequence of
such actions is referred to as a plan. For different agents,
two plans are conflict-free if there are no vertex or edge col-
lisions, meaning that agents do not swap vertices simulta-
neously or occupy the same vertex at the same time step.
MAPF problem generally asks to find a set of K plans
Plans = plany,plans, ..., plank, s.t. a plan for agent ¢
starts at the predefined start vertex and ends at the prede-
fined goal vertex, and all pairs of plans are conflict-free. In
MAPE, it is common to minimize one of the following cost
objectives: SOC = ", cost(plan;) or makespan =
max; cost(plan;). Here, cost(plan;) represents the individ-
ual plan’s cost, which is the number of time steps taken by
agent ¢ to reach its goal.



In this work, we consider the lifelong variant of MAPF
(LMAPF), where immediately after an agent reaches its
goal, it is assigned to another one (via an external assign-
ment procedure) and has to continue moving to a new goal.
Thus, LMAPF generally asks to find a set of K initial plans
and update each agent’s plan when it reaches the current
goal and receives a new one. In extreme cases, when some
goal is reached at each step, the plans’ updates are needed
constantly (i.e., at each time step). Thus, one may think of
MAPF as a sequential decision-making problem — at each
time step, the following action (for all agents) should be de-
cided. We assume the goal assignment unit is external to the
system, and the agents’ behavior does not affect the goal as-
signments. We also assume that any LMAPF instance is ad-
ditionally characterized by the episode length, L, measured
in time steps. After L time steps have passed, the instance
is considered to be done (despite some agents being on their
way to the currently assigned goals).

Conventional MAPF success measures like SOC or
makespan are not directly applicable to LMAPF. The most
commonly used performance measure in LMAPF is the
throughput which is the average number of goals the agents
achieve per one-time step. Technically it is computed as the
ratio of the episode length to the total number of the reached
goals.

Multi-agent Partially Observable Markov Decision Pro-
cess In our work, agents receive information about other
agents not on the entire map but only in some local observa-
tion of their current position. We assume that each agent is
aware of the global goals of other agents visible to them at
the current moment. Additionally, each agent is assumed to
possess a complete map of static obstacles. The observation
function can be defined differently depending on the type of
graph. In our experiments, we use 4-connected grids and as-
sume that an agent observes the other agents in the area of
the size m x m, centered at the agent’s current position.

In such conditions of partial observability, the agent learns
a policy function that allows it to generate a specific action
by the observation. This setting can formally be represented
as a partially observable multi-agent Markov decision pro-
cess (Bernstein et al. 2002; Kaelbling, Littman, and Cassan-
dra 1998): M = (S,A,U, P,R,0,~). At each timestep,
each agent u € U, where U = 1,..., K, chooses an ac-
tion a,, € A, forming a joint action j € J = J¥. This joint
action leads to a change in the environment according to the
transition function P(s'|s,j) : SxJx.S — [0, 1]. After that,
each agent receives individual observations o, € O based
on the global observation function G(s,a) : S x A — O,
whereas individual reward R(s,u,j) : S x U x J — R,
based on the current state, agent, and joint action. Thus, the
joint reward is r = ) R(s,u,j). To make decisions, each
agent conditions a stochastic policy by the observation o":
Ty (@y|0y) : T x A — [0, 1]. The task of the learning process
is to optimize the policy 7, for each agent to maximize the
expected cumulative reward over time.

Monte-Carlo Tree Search In our work, we use Monte-
Carlo Tree Search (MCTYS) as a model-based variant of the
learnable agent’s policy m,. MCTS is a powerful search

method well-suited for sequential decision-making prob-
lems. Paired with state-of-the-art machine learning tech-
niques, MCTS has recently achieved super-human perfor-
mance in various board- and video games, see (Silver et al.
2017; Ye et al. 2021) for example.

In MCTS-based methods, the agent picks an action given
a state of the environment based on extensive simulating of
how the environment would change and what rewards would
be obtained if different actions are sequentially executed.
MCTS is composed of four steps executed iteratively and in-
tended to simultaneously build and explore the search tree:
selection, expansion, simulation, and backpropagation. Se-
lection is aimed at descending the constructed so far search
tree. Conceptually, this can be seen as picking the most
promising partial plan. To balance between the exploration
and the exploitation, MCTS relies on assessing the nodes us-
ing the probabilistic upper confidence bound applied to the
tree (PUCT) (Rosin 2011).

When the tree is descended, and the leaf node is picked,
the latter is expanded by selecting an un-probed action and
adding a new node to the tree. The added node is evaluated
by simulating actions using a random or learnable policy,
and the resulting reward is specially backpropagated through
the tree. The process is repeated until the time budget is
reached. When it happens, the action corresponding to the
most visited outgoing edge of the root node is chosen to
be executed. In this work, we will present our adaptation
of MCTS for multi-agent partially-observable pathfinding.

Method

Our method combines two principal ingredients. First, we
employ the machinery of MCTS for an agent to reason about
the possible future states of the environment and to choose
the most promising action to be performed at the current
time step, i.e., such action that, on the one hand, maximizes
the chance of reaching the goal (eventually) and, on the other
hand, decrease the chances of collisions and deadlocks with
the other agents. Second, we use a learnable policy inside the
MCTS simulation step. This policy is, indeed, approximated
by a neural network and is tailored to accomplish MAPF
tasks from the perspective of the single agent. We utilize the
prominent actor-critic reinforcement learning method, i.e.,
Proximal Policy Optimization (PPO) (Schulman et al. 2017),
to pre-train such a policy. Importantly, as this policy is ex-
tensively used in MCTS to simulate the future states of the
environment, it should be computationally efficient (fast). In
practice, this means that the neural network that approxi-
mates the policy should contain a low number of parameters
(weights). Motivated by this, we use a relatively compact
neural network in this work that contains 161 thousand pa-
rameters compared to millions of them in conventional state-
of-the-art learnable policies (e.g., the number of parameters
in one of the recent methods we compare, SCRIMP, is about
9 million).

Solving Decentralized MAPF Tasks with RL

Numerous multi-agent Reinforcement Learning (MARL) al-
gorithms can be used to solve the MAPF problem in partial
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Figure 1: The figure depicts the scheme of the COSTTRACER algorithm. The approach takes two matrices as input: one encodes
obstacles, normalized reversed cost-to-go; the other has local agent positions. The entire pipeline is trained with the PPO
algorithm, using a reward function that only provides positive feedback when the agent gets closer to its global goal.

observability. For incorporating an algorithm within MCTS
in our case, the family of actor-critic methods, such as
PPO (Schulman et al. 2017), MAPPO (Yu et al. 2022), or
FACMAC (Peng et al. 2021), is the most suitable. In our
experiments, we utilize the PPO algorithm, which learns a
shared policy independently for each agent.

In addition to choosing the algorithm, defining the obser-
vation space and reward function with which the algorithm
will be trained in the environment is necessary. We employ
design available local information comparable to one used
in the Primal2 algorithm, meaning that the agent has infor-
mation about static obstacles on the entire map, knows its
current target, and can obtain information about other agents
and their current targets in its field of view.

We refer to this proposed approach as COSTTRACER,
which emphasizes the design of the reward function and the
neural network inputs. It utilizes only two input matrices and
a simple reward function. The schematic representation of
COSTTRACER is outlined in Figure 1.

The agent’s observation is defined as two matrices of the
observation space size m x m. The first matrix represents
the positions of other agents (+1 if an agent is present and
0 if not). The second matrix represents the normalized in-
verted cost-to-go function. Each time a target is received,
the cost-to-go function is calculated using the breadth-first
search (BFS) algorithm. It is provided to the agent in a nor-
malized and inverted form. That is, a value of 1 in the matrix
corresponds to the closest cell to the target visible within the
agent’s observation. Obstacles are represented by —1, and
all other values fall from O to 1.

We define the reward function as follows: the agent re-
ceives a reward of +r if it reaches a cell closer to the goal
on his current episode history. This information is measured
by the shortest distance using the cost-to-go function. In all
other cases, the agent receives a reward of 0. This reward

function provides a dense signal while preventing exploita-
tion of the reward function, as the agent’s behavior that max-
imizes the reward guarantees getting close to the goal.

Our neural network architecture employs a Spatial En-
coder and Action/Value Decoder heads for both the actor and
critic components, drawing inspiration from the AlphaZero
approach (Silver et al. 2017) (see Figure 1). The proposed
architecture stands out by utilizing significantly fewer pa-
rameters than Primal2 and SCRIMP, enabling the algorithm
to be trained on a single GPU in less than one hour. Despite
its simplicity compared to other state-of-the-art algorithms,
this setup demonstrates promising results, as shown in the
experimental section.

Multi-agent Neural MCTS for Intrinsic MDPs

The scheme of multi-agent neural MCTS is sketched in Fig-
ure 2. Due to the fact that only partial information is avail-
able to each agent in the environment, the use of a central-
ized scheduler is not possible. In order to be able to plan in
such situations, we suggest using intrinsic MDP (IMDP). To
do this, an intrinsic environment is created based on the ego-
centric observation of the agent (obstacles, other agents, and
their current goals). Only the agents that the agent observes
at the current step are included in this environment. All other
cells that are not obstacles are considered empty.

Even within this intrinsic environment, the count of agents
can be substantial. To tackle this, we present an action mask-
ing technique contingent on the proximity of other agents
relative to the agent for which the planning is being con-
ducted. The agents’ proximity is established utilizing the
BFS algorithm within their field of view. For the first K
agents, encompassing the agent itself, all feasible actions
that avoid obstacles are contemplated (invalid actions are
masked). Conversely, for the remaining agents, we adopt
a greedy policy whereby only the action with the highest
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Figure 2: The scheme of the MATS-LP approach. First, an intrinsic MDP (IMDP) is constructed using a global map of static
obstacles, agents within the field of view, and their current targets. This MDP serves as the basis for planning using MCTS.
In this approach, each tree node represents a joint action of all agents present in the IMDP, along with the associated node
statistics. Action probabilities and node values are computed using the COSTTRACER algorithm. Notably, each agent’s value
is computed individually, and the node’s estimate is derived as the sum of values across all agents. The planning procedure
exclusively concentrates on agents within close proximity. For example, in the given scenario, this includes the red agent itself
and the brown agent. This deliberate decision to limit consideration to nearby agents significantly simplifies the decision-
making process. Agent actions are visually depicted using circular representations, and bold arrows highlight actions featuring
the highest probabilities. For distant agents, only a single action with maximum probability is considered.

probability is used. We denote the set of distant agents as
D and restrict the action space of these agents to a sin-
gle action with the highest probability, denoted as Af,
argmax, ¢4 m(0y,ay) (predicted by COSTTRACER). The
final number of transitions is determined by multiplying the
unmasked actions for each proximal agent.

During the lookahead search in such an MDP, the joint re-
ward of r for all agents is maximized. The reward function
of the IMDP is identical to the reward function of COST-
TRACER. Each node within the search tree corresponds to
an intrinsic state s of the IMDP. For every joint action j from
state s, an edge (s, j) is established to store a set of statistics
{N(s,j),Q,r,m;}. Here, N represents the node visitation
count, @) is the mean joint Q-value, r is the joint reward
acquired from the IMDP upon executing action j, and 7;
stands for the probability of joint action j. Notably, we use
the term s to refer to the state of the IMDP.

The search process is divided into three distinct stages:

Selection. Node selection is started from the Tree Root s°,
which is the initial state of the IMDP. The selection process
continues until a leaf node is reached, which we denote as s,
where [ represents the length of a single iteration of looka-
head search. Each action is chosen based on the statistics
stored in the nodes. This procedure follows PUCT bound, as

utilized in the (Schrittwieser et al. 2020):

ziN<s,i>>_

ko j j
j* = arg max (Q(S’JHC% 1+ N(s,j)

J

Here, i represents all possible joint actions from the cur-
rent node, and 7; = [[, m.(s,]j) is the probability of joint
action. The constant ¢ controls the influence of the policy
distribution on (). Transition to the next state of the intrinsic



environment is proceeded by applying j in it. 7; and value
estimate of the node v' = Y~ v(0y,]j) is calculated using
COSTTRACER and the reward 7 is accumulated using signal
provided by IMDP.

Expansion. At the final timestep [, a new node is cre-
ated. The transition to the next state of the intrinsic envi-
ronment is carried out by applying j' action. Action prob-
abilities 7, (s',j') are calculated using COSTTRACER, and
the reward for each agent R(s,wu,j) is accumulated using
the signal provided by the IMDP. The statistics of the new
node are initialized as follows: N'(s!,j') = 0,Q' = 0,r =
Zu R(s,u,j), Wé‘ = Hu Wi(ogm ai)

Backpropagation. This is the final step where accumu-
lated statistics along the trajectory are updated. The update
is computed using a discount factor ~y, similar to the classic
RL setup. To form an estimate of the cumulative discounted
reward for the trajectory, we use:

I-1-k

Gk = Z ’YTT’k_i_l_;’_-,- + ’}/l_kvl.
7=0

After that the statistics for each edge (s*~1,j*) is updated
as follows:

1 N(s*15%) + Q(s" 1, j%) + G*
k=1 sky ._ ) ’
Q(S 7.] ) T N(Sk,jk) + 1 )

N(s*71,3%) = N(s" 7150 + 1.

The final action for the agent is determined as the action
belonging to the most explored edge from the tree’s root, de-
termined by the number of visits N (s, j). The action a,, of
the agent on behalf of which the IMDP was built is taken
from j. The final joint action in the global environment is
taken as the actions from all egocentric agents, planned with
MCTS in their IMDPs. After executing this action in the
environment, each agent receives their local observations,
recreates its IMDP, and the process repeats.

Empirical Evaluation
Experimental Setup

To evaluate the efficiency of MATS-LP, we have conducted
a set of experiments, comparing it with existing learnable
approaches tailored to solve LMAPF problems. The episode
length was set to 512 in all the experiments. All the agents
had the same parameters: their field-of-view was 11 x 11,
all possible actions were considered only for the closest 3
agents, including the main agent, y-value was set to 0.96, the
number of expansions per iteration — 250, coefficient ¢ was
set to 4.4. More details and the values of the rest parameters
are given in the Hyperparameters section below.

For the comparison, there were chosen two other learn-
able approaches — a state-of-the-art method for solving Life-
Long MAPF — PRIMAL2 (Damani et al. 2021) and a re-
cently presented method that has shown impressive results
in solving single-shot MAPF — SCRIMP (Wang et al. 2023).
According to the results, presented in the original paper
about SCRIMP, it clearly outperforms some other existing

approaches — PICO (Li et al. 2022) and DHC (Ma, Luo, and
Ma 2021). Thus, they were not taken as baselines.

We have used the implementation and the weights of
the network provided by the authors of PRIMAL2' and
SCRIMP?. The code of SCRIMP has been adapted to solv-
ing LifeLong MAPF. To be more precise, the SCRIMP-local
version was used, which has a limited communication radius
(5) and shows better results. The size of the field-of-view for
SCRIMP was set to 3 x 3, while for PRIMAL2 — 11 x 11.

The comparison was conducted on three types of maps
with different topologies. The first one consists of 20 x 20
grids with randomly placed obstacles. The density of ob-
stacles varies from 0% to 30%. In total 40 random maps
were used. For each map 5 different instances with randomly
placed start and goal locations were generated. The second
type of map is the maze-like environments, that were gen-
erated using the generator taken from the PRIMAL?2 repos-
itory. We have generated mazes with 10 x 10, 20 x 20, and
30 x 30 sizes, 50 maps per each size, 1 (randomly generated)
problem instance per each map. Finally, the 33 x 46 ware-
house map from (Li et al. 2021) was used for evaluation. 10
random instances on this map were generated and used for
evaluation.

To train the COSTTRACER algorithm, we used an open-
sourced asynchronous implementation of the PPO algo-
rithm?. A ResNet encoder as the Spatial Encoder with one
residual layer was utilized, and the hidden layer sizes for
the multi-layer perception (MLP) blocks were set to 32 for
the Action/Value Decoder. The training process had a dis-
count factor () of 0.96 and a learning rate of 0.00019.
More detailed parameter descriptions can be found in the
Hyperperameters section below. We employed a Bayesian
hyperparameter search to optimize the algorithm’s parame-
ters and architecture. In total, we conducted 100 algorithm
runs, which roughly corresponds to 120 GPU hours using a
single Titan RTX. The model that showed the best results
with fewer parameters was chosen.

Results

The results on the random maps are presented in Figure 3.
In this experiment MATS-LP outperforms SCRIMP in all
the cases, gaining 15.6% higher throughput on average. At
the same time, PRIMAL?2 demonstrates poor performance
with more than twice less throughput than MATS-LP on av-
erage. Such behavior is explained by the fact, that PRIMAL?2
is tailored to solve maps that consist of corridors, such as
mazes environments. Moreover, it was trained on maze-like
maps, similar to MATS-LP. Thus, this type of map is out-
of-distribution for these two approaches. The shaded areas
indicate the 95% confidence intervals. A detailed analysis
of the results has shown that throughput can vary signifi-
cantly from map to map, as some maps contain a narrow
passage dividing the map into two parts, and many agents
get stuck trying to pass through the passage in opposite di-
rections, blocking each other.

"https://github.com/marmotlab/PRIMAL?2
Zhttps://github.com/marmotlab/SCRIMP
*https://github.com/alex-petrenko/sample-factory
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Figure 4: Average throughput of MATS-LP, SCRIMP and PRIMAL?2 on maze-like maps with various sizes. The x symbol
marks the approaches that were trained on the corresponding type of maps.

The results of the second series of experiments on maze-
like maps of various sizes are presented in Figure 4. As
well as in the first series of experiments, MATS-LP signifi-
cantly outperforms both competitors. Compared to SCRIMP
it has shown 46.2% higher throughput on average, while
PRIMAL2 was outperformed by 38.8%. In most of the cases
SCRIMP and PRIMAL2 demonstrate almost the same effi-
ciency on average with only exception of 30 x 30 maze maps
with 32 or 64 agents where PRIMAL?2 substantially outper-
formed SCRIMP demonstrating a bit better scalability on
such type of maps.

The last series of experiments involved a warehouse-like
that was taken from (Li et al. 2021). We utilized the same
way of generating start and goal locations for the agents as
in the original paper, when start locations for all the agents
might be placed only on the left or right edge of the map,
while goal locations - only near the obstacles in the mid-
dle of the map. Due to the limitations imposed to the possi-
ble start locations, the total amount of agents cannot exceed
number of 192. Following these rules, we have generated 10
different problem instances.

The results of these experiments are shown in Figure 5.
In addition to measuring the average throughput of the ap-
proaches, we have also estimated the time required to make a
decision about the next action per each agent and conducted

the ablation study of MATS-LP.

The left plot of Figure 5 shows the averaged through-
put. Again, MATS-LP demonstrates better performance, its
throughput is 15.8% higher than the one of SCRIMP (on
average), and 27.1% higher then the one of PRIMAL2.

The middle plot demonstrates the time required by each of
the solvers to make a decision about the next action for a sin-
gle agent (decision time). We added the line for the COST-
TRACER, the learnable policy used within MATS-LP, to this
plot. Clearly its decision time is almost constant, while the
one of MATS-LP increases from 103ms to 300ms when the
number of agents goes from 32 to 192. This may be ex-
plained by increasing number of agents that appear in the
field-of-view of each agent and the fact that MATS-LP pre-
dicts the actions of these observable agents, which takes time
(as it necessitates running COSTTRACER more frequently).
Similarly, the decision time for SCRIMP is not constant and
ranges from 25ms to 107ms, due to the need for coordinat-
ing movements with a larger number of agents. Although
MATS-LP requires more time than SCRIMP to make a de-
cision, its scalability is slightly better. L.e., the difference in
decision time between 192 agents and 32 agents is 3x for
MATS-LP and 4x for SCRIMP.

The right plot in Figure 5 demonstrates the results of the
ablation study for MATS-LP. COSTTRACER is MATS-LP
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with MCTS turned off. We have also evaluated MATS-LP
with a random policy instead of COSTTRACER. The term
“No proximal planning” refers to the variant where planning
is executed solely for an egocentric agent, selecting only ac-
tions with highest probability for other agents. Furthermore,
we experimented with increasing the number of expansions
to 500 and reducing them to 125, compared to the 250 ex-
pansions used by the basic version of MATS-LP. The worst
results are demonstrated by the version that utilizes random
policy instead of COSTTRACER, that indicates its crucial
importance. Next lowest throughput is obtained by COST-
TRACER, whose throughput is almost twice worse com-
pared to MATS-LP. The results of the version, that is plan-
ning for an egocentric agent only, get worse with increasing
number of agents as the increase of density of agents in-
creases the need of coordination between them. The versions
with increased/decreased number of expansions show results
slightly better or worse than the basic version respectively.
The latter indicates, that while MATS-LP has a relatively
high decision time, it actually can be adjusted to the required
decision time or even work in anytime fashion, adapting to
a specific time budget.

Hyperparameters

Table 1 presents the hyperparameters of COSTTRACER
and MATS-LP approaches. “Number of agents” denotes
the number of agents in the environment in which COST-
TRACER was trained. The table’s parameters marked
“tuned” were optimized using Bayesian search. We used de-
fault values commonly used in other studies for the other pa-
rameters. The parameter root exploration ratio corresponds
to the noise (with uniform distribution) added in the tree root
that facilitates exploration in the MCTS algorithm.

Conclusion

In this work, we have studied the Lifelong MAPF prob-
lem and suggested a solver based on the Monte-Carlo Tree
Search equipped with the (lightweight) learnable policy tai-
lored to solve MAPF from the individual agent’s prospec-
tive. The resultant solver is decentralized and does not re-
quire explicit agent communication. Empirically we have

Table 1: Parameters of COSTTRACER and MATS-LP.

COSTTRACER Value Tuned
Adam learning rate 0.00013 v
v (discount factor) 0.96 v
PPO clip ratio 0.2
PPO optimization epochs 1 v
Batch size 2048 v
Entropy coefficient 0.068 78 v
GAE, 0.95
ResNet residual blocks 2 v
ResNet number of filters 32 v
Activation function ReLU
Network initialization orthogonal
MLP size 32 v
Number of agents [64, 128] v
Parallel environments 16
Training steps 75000000
Observation patch 11 x 11
Network parameters 161734
MATS-LP Value Tuned
Discount factor ~y 0.96
Exploration coefficient ¢ =~ 4.4 v
Number of expansions 250
Planning agents K 3 v
Root exploration ratio 0.6 v

shown that our solver can generalize well to the unseen
LMAPF instances and outperform the state-of-the-art com-
petitors in different challenging setups. A prominent direc-
tion for future research is to develop a fully learnable MCTS
for LMAPEF, i.e., to learn the simulation policy with MCTS
itself like in (Schrittwieser et al. 2020).
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