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Pathfinding is a challenging problem which generally asks to find a sequence of valid moves for 
an agent provided with a representation of the environment, i.e. a map, in which it operates. In 
this work, we consider pathfinding on binary grids and on image representations of the digital 
elevation models. In the former case, the transition costs are known, while in latter scenario, 
they are not. A widespread method to solve the first problem is to utilize a search algorithm that 
systematically explores the search space to obtain a solution. Ideally, the search should also be 
complemented with an informative heuristic to focus on the goal and prune the unpromising 
regions of the search space, thus decreasing the number of search iterations. Unfortunately, 
the widespread heuristic functions for grid-based pathfinding, such as Manhattan distance or 
Chebyshev distance, do not take the obstacles into account and in obstacle-rich environments 
demonstrate inefficient performance. As for pathfinding with image inputs, the heuristic search 
cannot be applied straightforwardly as the transition costs, i.e. the costs of moving from one 
pixel to the other, are not known. To tackle both challenges, we suggest utilizing modern deep 
neural networks to infer the instance-dependent heuristic functions at the pre-processing step and 
further use them for pathfinding with standard heuristic search algorithms. The principal heuristic 
function that we suggest learning is the path probability, which indicates how likely the grid cell 
(pixel) is lying on the shortest path (for binary grids with known transition costs, we also suggest 
another variant of the heuristic function that can speed up the search). Learning is performed in 
a supervised fashion (while we have also explored the possibilities of end-to-end learning that 
includes a planner in the learning pipeline). At the test time, path probability is used as the 
secondary heuristic for the Focal Search, a specific heuristic search algorithm that provides the 
theoretical guarantees on the cost bound of the resultant solution. Empirically, we show that the 
suggested approach significantly outperforms state-of-the-art competitors in a variety of different 
tasks (including out-of-the distribution instances).
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Fig. 1. Rows show two different problem setups investigated in this work: path planning on binary grids with known transition costs (top row) and path planning on 
images representing uneven terrain, when the transition costs are not known and convectional planning methods are not straightforwardly applicable (bottom row). 
Columns show the steps suggested to solve the problem. The left column depicts the input, where ‘S’, ‘G’ stands for the start and goal location, respectively. This input 
is processed with the transformer-based neural network and a path probability map is predicted (middle column). The latter is used within a heuristic search algorithm 
to find a resultant path (right column).

1. Introduction

Path planning for a mobile agent in the static environment is a fundamental problem in AI that is often framed as a graph search 
problem. Within this approach, first, an agent’s workspace is discretized to a graph. Second, a search algorithm is invoked on this 
graph to find a path from start to goal. Arguably, 2𝑘-connected grids [1] are the most widely used graphs for path planning in a variety 
of applications (robotics, video games, etc.) [2–7]. These grids are composed of the free cells and the occupied cells, corresponding to 
the obstacles. Indeed, it is allowed to move only from one free cell to the other and the cost of the move (edge in a graph) commonly 
equals (or is proportional to) the Euclidean distance between the (centers of the) cells.

Sometimes the available information about the initial map does not allow one to differentiate between the blocked and unblocked 
cells and in general to estimate the costs of the transitions between the grid elements. Consider, for example, a satellite image of the 
hilly outdoor terrain. Here each pixel (grid cell) corresponds to an area that lies at a certain elevation above the sea level. Thus, the 
transitions between the cells (pixels that form the map) of different heights should be penalized compared to when the move does 
not involve the change of elevation. Indeed, if the heights are known, which can be the case when not only a satellite image but also 
a digital elevation model is available, the costs can be assigned to being proportional to a change in elevation. However, if only the 
image is available, the costs cannot be assigned directly and path planning becomes challenging. Such or similar setups arise in costly 
planetary exploration missions [8], construction [9], search and rescue [10] and other applications (Fig. 1).

Generally, path planning on a grid (with known transition costs) is accomplished by a heuristic search algorithm, e.g. A* [11]
or one of its numerous modifications. Performance of such algorithms is heavily dependent on the input heuristic that comes in the 
form of a function that estimates the cost of the path to the goal for each node of the graph (cost-to-go heuristic). If the heuristic is 
perfect, i.e. for every node its value equals the cost of the shortest path, a search algorithm explores only the nodes that lie on one of 
the minimum-cost paths. However, such a perfect heuristic is instance-dependent and cannot be encoded in the closed-loop form. In 
practice, instance-independent heuristics, e.g. Manhattan distance, are typically used for grid-based path planning. These heuristics 
do not take obstacles into account and, consequently, perform poorly in obstacle-rich environments.

One of the recent and promising approaches to automated construction of the instance-dependent heuristics (and for path planning, 
in general) is utilizing machine learning, specifically, deep learning [12,13]. As grids can be viewed as the binary images, it is appealing 
to employ the recent advances in convolutional neural networks (CNNs) [14,15] to extract the informative features from the image 
representations of the pathfinding problems and embed these features into the heuristic search algorithm. For example, [16] suggests 
learning a perfect cost-to-go heuristic in a supervised fashion. In a more recent study [17], a more involved approach is introduced 
when a matrix-based A* is proposed and used for learning. Consequently, the deep neural network model is trained end-to-end. That 
paper does not predict the conventional cost-to-go heuristic, but rather assigns an additional cost to each grid cell with the intuition 
that unpromising nodes would be assigned a high cost by the neural network. Thus, at the planning phase, the search would avoid 
the cells with the high costs.

In this work, we follow the described paradigm and further examine the ways in which heuristic search can benefit from state-of-
the-art deep learning techniques in the context of the grid-based path planning. We consider two settings: with known and unknown 
2

transition costs. To deal with both setups, we introduce a novel heuristic proxy, path probability map, that i) can be successfully 
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learned from data, ii) can be embedded into the powerful search framework of Focal Search [18], that is not only tailored at finding 
the valid solutions quicker (compared to regular heuristic search) but is also able to preserve strong theoretical guarantees on the 
cost of these solutions under certain conditions. Intuitively, path probability map tells us which grid cells are more likely to lie on 
the path from start to goal on the given grid. This information can be utilized as a secondary heuristic for the case when the cost 
transitions are known (complementing the conventional instance-independent heuristic function like Manhattan distance) or as a 
primary heuristic for planning in the absence of transition costs (planning on images). Additionally, for the case of path planning on 
grids with known costs we suggest another heuristic, i.e. the correction factor, which is the ratio between the instance-independent 
heuristic (Manhattan distance, Euclidean distance etc.) and the perfect heuristic. The correction factor can be embedded into the 
Weighted A* [19] framework to speed up the search.

To learn the correction factor and path probabilities, we utilize supervised deep learning. In doing so, we employ a neural net-
work model that is a combination of the convolutional encoder-decoder with the attention blocks [20] (the so-called transformer 
architecture). Such a combination allows the neural network to capture and “reason” about both the local features of a given map 
(corners of obstacles, passages etc.) and the distant relations between them, e.g. “there is a passage between the two regions of in-
terest”, keeping the number of trainable parameters relatively low. We also study how the more involved architectures (generative 
adversarial networks, diffusion models) perform in the context of image-based path planning. Indeed, utilizing these models leads to 
a better performance; however, this increase in performance is not substantial. The ablation study shows that the major factor that 
influences the performance of deep learning models is the presence of attention blocks, as without them, the model seems to lack 
reasoning about the relations of the local features of the input maps that are crucial to path planning.

To evaluate the suggested techniques, we create two comprehensive datasets of planning instances. For path planning with known 
costs, we extend the dataset previously used in closely related works [17]. For path planning on images, we create a novel dataset, 
which is composed of the satellite images and the corresponding digital elevation models (that contain the elevation data). Our 
dataset is based on the NOAA: Data Access Viewer1 collection that contains up-to-date geospatial data on various regions of the 
Earth’s surface. We believe, we are the first to compound and publicly release such kind of dataset (i.e. images with the corresponding 
elevation data) in a way that allows machine learning practitioners to readily use the data.

Using the datasets, we compare our approach to the competitors that include both the deep learning techniques and the traditional 
ones, and demonstrate its superiority in terms of the computational effort and solution cost. Overall, for path planning on grids with 
costs, we have been able to reduce the computational effort compared to A* up to a factor of 4x while producing the solutions, whose 
costs exceed those of the optimal solutions by less than 0.3% on average. This is notably better compared to state-of-the-art learnable 
competitor, i.e. Neural A* [17]. For image-based path planning, the difference between our method and Neural A* is also in our favor 
both in terms of the computational effort and solution cost.

This paper extends the previously published conference paper on that topic [21] in the following aspects. First, we conduct and 
report additional experiments for the grids-with-costs domain, i.e. evaluation on out-of-the-distribution dataset (which was only 
briefly mentioned in the conference paper). Second, we consider planning on images setup, which was not examined in [21] at all. 
Third, for this setup, we examine and evaluate three additional models that involve more complex training approaches, including 
Generative Adversarial Network (StyleGAN3 [22]) and Latent Diffusion Model [23]. Forth, we create and release a novel dataset for 
image-based pathfinding that is based on the real geospatial data and can be easily used by the AI community.

Finally, all source code, model weights, and data collection used in this work are publicly available at https://github .com /AIRI -
Institute /TransPath.

2. Related work

The following lines of research can be distinguished that are especially relevant to this work: i) techniques that trade off optimality 
for computational efficiency when solving planning problems via heuristic search; ii) utilizing machine learning for solving problems 
possessing complex combinatorial structure (including, but not limited to graph-based path planning); and iii) data-driven learnable 
approaches to navigation with visual input(s). Next, we overview and discuss these strands of research in more detail.

Trading off optimality for computational efficiency in heuristic search A classical technique for such a trade-off, widely used in practice, 
is running A* with the heuristic function multiplied by a constant 𝑤 ≥ 1 – the so-called weighted A* (WA*) [19]. It guarantees finding 
solutions with a cost that is at most 𝑤 times the optimal solution cost. Thus, the solution is bounded sub-optimal. When time permits, a 
series of searches can be performed, each one with the decreased value of 𝑤 – anytime search [24,25]. Another well-known technique 
for bounded sub-optimal search is Focal Search [18], whose anytime versions are also known [26]. Focal Search leverages additional 
heuristic function that complements the conventional search heuristic and is tailored to identifying the search nodes that allow rapid 
progress towards the goal. More involved algorithms of the same kind include EES [27] and DPS [28], to name a few. Recent results 
in bounded sub-optimal search are reported in [29].

Other variants to speed up the heuristic search include simultaneous usage of different heuristic functions [30], performing 
randomized heuristic search [31], etc.

The main difference between the mentioned approaches and our work is that the former assume the heuristic function(s) to be 
given as the input, while in this paper we infer the heuristics from the instance of the (pathfinding) problem.
3

1 https://coast .noaa .gov /dataviewer/.
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Machine learning for enhancing combinatorial search Utilizing machine learning for solving problems with complex combinatorial 
structure (including graph-based path planning) has been getting increased attention recently.

[32] considers a problem of solving combinatorial puzzles from raw visual input. To this end, the authors suggest a method 
that learns to represent the environment as a latent graph and then invokes a uninformed search algorithm with duplicate states 
detection. In [33] an approach was presented that allows one to combine a learnable module with a non-learnable (classic) solver 
of a combinatorial problem and train the pipeline end-to-end. The approach is evaluated on several problems including pathfinding 
on the grids, represented as images, where the transition costs are not known apriori. In [34] a learning-based approach for solving 
certain NP-hard problems is presented that exploits a graph convolutional network to estimate the likelihood of whether a certain 
vertex of the graph is a part of the optimal solution. In [35], a framework is proposed that suggests imitation learning-based heuristic 
search paradigm with a learnable explored graph memory. In brief, it learns a representation that captures the structure of the so far 
explored graph so that it can then better select which node to explore next. Such an approach can be viewed as solving a sequential 
decision-making problem. Similar approaches are introduced in [36–38]. A special focus on the properties of the learned heuristics, 
i.e. admissibility, is placed in [39]. Additionally, this work introduces a version of A* search [11] that leverages parallel execution on 
graphical processing units (GPUs), which are widespread in machine learning computations. Analogous batch-handling techniques 
for heuristic search are explored in [40].

The papers that are especially relevant to this one are [41,16,17] as they all suggest specific machine learning techniques tailored 
to grid-based pathfinding. In the former, a generative adversarial (neural) network is proposed to generate the solutions of the 
pathfinding instances. In [16], a convolutional neural network is used to predict the values of the cost-to-go heuristic. In [17] Neural 
A* is introduced, which is a combination of the encoder-decoder predictor and a differentiable module that imitates A* search on 
grids. The predictor is a neural network that estimates the transition costs on the grid with the intuition that transitions to unpromising 
parts of the map should cost more. The presence of the differentiable A* module allows one to train the pipeline end-to-end. Neural 
A* is empirically shown to consistently outperform a range of competitors for grid-based pathfinding. In this work, we use planners 
from [17] (Neural A*) and [16] as baselines to compare to.

Learnable methods for navigation with visual input A large body of works exists that is dedicated to solving various navigation tasks 
from image inputs via the learnable approaches (mainly with reinforcement learning) [42–46]. Most of these works study the setup 
where a visual input comes from a camera mounted on an agent (robot). The navigation tasks with this type of input may vary: 
exploration [47–49], navigation to a specific object [50–52], or navigation to a goal represented by an image [53]. Recently, with 
the advances in large language models (LLMs), a number of works have emerged that investigate how these pre-trained LLMs can 
be utilized for autonomous task and motion planning [54–56]. Differently from the mentioned papers, in this work, we investigate a 
case where a visual input to a planner represents not a first-person view but rather a bird’s-eye (top-down) view of the environment. 
Indeed, we are not the first to investigate such a setting. For example, [36] suggests value iteration networks that are utilized to learn a 
navigation policy from Mars terrain images (however, the image size is relatively small, i.e. 16 ×16). In the previously mentioned work 
of [33] that focuses on integrating deep neural networks and off-the-shelf combinatorial solvers in an end-to-end trainable pipeline, 
one of the evaluated setups was path planning on top-down image representations of the agent’s environment. The learnable path 
planning method introduced in [17], i.e. Neural A*, is also capable of pathfinding on image representation of the map. Our study 
compares our method to Neural A* in a similar setup and shows that the former outperforms the latter.

3. Pathfinding on binary grids

In many practical applications, e.g. in robotics [5–7] or video-games [2–4], the environment in which an agent operates is rep-
resented by the so-called occupancy grid [5]. Generally, this is a tessellation of the workspace into the square cells each of which 
is characterized by a vector of features. In the most basic case, the only feature that is utilized is the traversability of the terrain 
corresponding to a grid cell. If the terrain is traversable (does not contain any impassable obstacle) the corresponding cell is marked 
free, and if is blocked, then otherwise. Thus, the grid is binary and the cost of moving between the free cells is equal (or propor-
tional) to the Euclidean distance between them. In this section, we will consider the problem of finding a path on such grids via the 
combination of the conventional search algorithms and learnable instance-dependent heuristic functions.

3.1. Problem statement

Consider a grid, 𝐺𝑟, composed of the blocked and free cells and two distinct free grid cells, 𝑠𝑡𝑎𝑟𝑡 and 𝑔𝑜𝑎𝑙. Being at any free cell, 
an agent is allowed to move to one of its cardinally- or diagonally-adjacent neighboring cells, provided the latter is free. The cardinal 
moves incur the cost of 1, while the diagonal ones incur the cost of 

√
2. This setting can be referred to as the 8-connected grid with 

non-uniform costs.
A path, 𝜋(𝑠𝑡𝑎𝑟𝑡, 𝑔𝑜𝑎𝑙), is a sequence of the adjacent cells, starting with 𝑠𝑡𝑎𝑟𝑡 and ending with 𝑔𝑜𝑎𝑙: 𝜋 = (𝑐0 = 𝑠𝑡𝑎𝑟𝑡, 𝑐1, 𝑐2, … , 𝑐𝑛 =

𝑔𝑜𝑎𝑙). A path is valid iff all the cells forming this path is free. The cost of the valid path is the sum of costs associated with the 
transitions between the cells comprising the path: 𝑐𝑜𝑠𝑡(𝜋) =

∑𝑖=𝑛−1
𝑖=0 𝑐𝑜𝑠𝑡(𝑐𝑖, 𝑐𝑖+1).

Denote a set of all valid paths connecting 𝑠𝑡𝑎𝑟𝑡 and 𝑔𝑜𝑎𝑙 as Π. The least cost (shortest) path from 𝑠𝑡𝑎𝑟𝑡 to 𝑔𝑜𝑎𝑙 is 𝜋∗ ∈ Π, s.t. 
∀𝜋 ∈Π ∶ 𝑐𝑜𝑠𝑡(𝜋 ∗) ≤ 𝑐𝑜𝑠𝑡(𝜋).

The pathfinding problem is a tuple (𝐺𝑟, 𝑠𝑡𝑎𝑟𝑡, 𝑔𝑜𝑎𝑙), which asks to find a valid path from 𝑠𝑡𝑎𝑟𝑡 to 𝑔𝑜𝑎𝑙 on 𝐺𝑟. The shortest path is 
4

said to be the optimal solution. All other paths but the shortest ones are considered sub-optimal solutions. Among those, the following 
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may be of special interest. Assume that a positive real number, 𝑤 > 1, is fixed and provided as an input to a pathfinding algorithm. If 
the latter guarantees that it will return a path, 𝜋𝑤 , whose cost exceeds that of the shortest path by no more than a factor of 𝑤, then 
such path is deemed to be a bounded sub-optimal solution: 𝑐𝑜𝑠𝑡(𝜋𝑤) ≤𝑤 ⋅ 𝑐𝑜𝑠𝑡(𝜋∗).

In this work, we are specifically interested in obtaining i) valid paths; ii) sub-optimal paths (with special interest in bounded 
sub-optimal ones). The problem of obtaining optimal solutions is beyond our scope.

3.2. Method

3.2.1. Background

A* One of the most widely used search algorithms capable of solving a large variety of problems including grid-based pathfinding
is indeed A* [11]. It is a heuristic search algorithm with provable theoretical guarantees on completeness and optimality.

In brief, A* incrementally builds a search tree of nodes, where each node corresponds to a grid cell and bears the additional 
search-related data. This data includes the 𝑔-value of the node, which is the cost of the path to the node from the root of the tree. 
ℎ-value of the node is the heuristic estimate of the cost of the path from the current node to the goal one. The sum of 𝑔- and ℎ-values 
is referred to as the 𝑓 -value of the node.

Nodes are generated and added to the A* search tree via the iterative expansions. To expand a node means to generate all of its 
valid successors, i.e., the successors that correspond to the valid moves on a grid, to compute their 𝑔-values (as the sum of the 𝑔-value 
of the expanded node plus the transition cost) and to add certain successors to the tree. A successor is added to the tree only if it is 
not yet present in the tree or, alternatively, if the same node (i.e. the one corresponding to the same grid cell) exists, but its 𝑔-value 
is greater than the newly computed one.

A* performs expansions in a systematic fashion (starting with the 𝑠𝑡𝑎𝑟𝑡 node). It maintains a list of nodes that have been generated 
but not yet expanded. This list is typically referred to as 𝑂𝑃𝐸𝑁 , while the list of the expanded nodes is designated as 𝐶𝐿𝑂𝑆𝐸𝐷. At 
each iteration, a node with the minimal 𝑓 -value is chosen from 𝑂𝑃𝐸𝑁 for the expansion. A* stops when the goal node is extracted 
from 𝑂𝑃𝐸𝑁 . At this point, the sought path can be reconstructed using the backpointers in the search tree.

The performance of the algorithm, i.e. the number of the iterations before termination and the guarantees on the cost of the found 
path, is largely dependent on the used heuristic function ℎ that guides the search focusing the latter towards the goal.

Heuristics The heuristic (function) is called perfect, denoted as ℎ∗ , if for every node, its value equals the true cost-to-go: ℎ∗(𝑛) =
𝑐𝑜𝑠𝑡(𝜋∗(𝑛, 𝑔𝑜𝑎𝑙)). A* search guided by the perfect heuristic expands only nodes that belong to one of the optimal paths. Indeed, the 
perfect heuristic is instance-dependent. This means that its value differs from one grid map to the other. In practice, the perfect 
heuristic is unavailable.

The heuristic is considered admissible if it never overestimates the true cost-to-go: ℎ(𝑛) ≤ ℎ∗(𝑛). The heuristic is said to be consistent

or monotone if ∀𝑛, 𝑛′ ∶ ℎ(𝑛) ≤ ℎ(𝑛′) + 𝑐𝑜𝑠𝑡(𝜋∗(𝑛, 𝑛′)).
A range of consistent and admissible instance-independent heuristics are known for the 8-connected grids, e.g. the Chebyshev 

distance, the Euclidean distance, or the Octile distance. They can all be efficiently computed in the closed-loop form for any grid cell 
and their values do not vary from one grid map to the other. Without the loss of generality, in this work, we assume that the Octile 
distance is used as the heuristic function:

ℎ𝑜𝑐𝑡𝑖𝑙𝑒 =
√
2 ⋅𝑚𝑖𝑛(Δ𝑥,Δ𝑦) + 1 ⋅ |Δ𝑥 −Δ𝑦| (1)

Here 
√
2 and 1 are transition costs, associated with the diagonal and cardinal moves (can be arbitrary numbers in general case), 

and Δ𝑥, Δ𝑦 are the absolute values of the differences in 𝑋-, 𝑌 -coordinates of the cells.
It is known that A* with an admissible heuristic is guaranteed to find the optimal solution. Moreover, if the heuristic is consistent

(as is in our case), it is not possible to find a better path to any of the expanded nodes, which infers that one can prune any generated 
successor if it has already been expanded. Still, the number of expansions can be significantly large as depicted in Fig. 2 (on the left). 
The reason is that the Octile distance, being an instance-independent heuristic, is unaware of the blocked cells and drives the search 
towards the obstacles via the low 𝑓 -values of the nodes residing in their vicinity.

Weighted A* One of the widespread ways to trade-off optimality for the computational efficiency in grid-based pathfinding is to 
employ a weighted heuristic, i.e. to order nodes in 𝑂𝑃𝐸𝑁 not by their 𝑔 + ℎ values but rather by 𝑔 +𝑤 ⋅ ℎ values, where 𝑤 ≥ 1. Such 
a modification of A*, typically referred to as WA* (Weighted A*), is known to provide bounded sub-optimal solutions w.r.t. 𝑤. The 
effect of weighting the heuristic is illustrated in Fig. 2. As can be noted, the search gets more focused on the goal (gets more greedy) 
and, as a result, the number of the explored nodes decreases.

Focal search Focal Search (FS) [18] is another technique tailored to lower the number of search iterations while providing the bound 
on the optimality of the resultant solution. In FS, an additional list of nodes is maintained, called 𝐹𝑂𝐶𝐴𝐿. It is formed of the nodes 
residing in 𝑂𝑃𝐸𝑁 , whose 𝑓 -values do not exceed the minimum 𝑓 -value in 𝑂𝑃𝐸𝑁 , 𝑓𝑚𝑖𝑛, by a factor of 𝑤 (the given sub-optimality 
bound). Technically, 𝐹𝑂𝐶𝐴𝐿 = {𝑛|𝑛 ∈ 𝑂𝑃𝐸𝑁, 𝑓 (𝑛) ≤ 𝑤 ⋅ 𝑓𝑚𝑖𝑛}. 𝐹𝑂𝐶𝐴𝐿 is ordered in accordance with the secondary heuristic, 
ℎ𝐹𝑂𝐶𝐴𝐿, which does not need to be consistent or even admissible. The node to be expanded is chosen from 𝐹𝑂𝐶𝐴𝐿 in accordance 
with the ordering imposed by ℎ𝐹𝑂𝐶𝐴𝐿 (and is removed from 𝑂𝑃𝐸𝑁 as well). In case 𝑂𝑃𝐸𝑁 is updated as a result of the expansion, 
𝐹𝑂𝐶𝐴𝐿 is modified accordingly. The stop criterion is the same as in A*. FS is guaranteed to obtain bounded sub-optimal solutions. 
5

Indeed, the number of search iterations and, thus, the computational efficiency of FS is strongly dependent on ℎ𝐹𝑂𝐶𝐴𝐿 .
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Fig. 2. Planning a path by A* with the Octile distance as a heuristic function with optional weighting. a) Regular A*. b), c), d) Weighted A*. Grey areas correspond 
to the explored nodes (dark grey cells – expanded nodes, light grey – generated but not expanded ones).

Algorithm 1: A generic search algorithm. A* executes black parts only. WA* is shown in black and red, Focal Search in
black and brown and our variant of WA* in black and blue.

Input: Grid 𝐺𝑟, 𝑠𝑡𝑎𝑟𝑡 node, 𝑔𝑜𝑎𝑙 node, heuristic function ℎ, sub-optimality factor 𝑤, ℎ𝐹𝑂𝐶𝐴𝐿 – a secondary heuristic for Focal Search, 𝑐𝑓 – correction factor 
(individual weight) for our variant of WA*

Output: path 𝜋
1 𝑔(𝑠𝑡𝑎𝑟𝑡) ← 0; ∀𝑛 ≠ 𝑠𝑡𝑎𝑟𝑡 𝑔(𝑛) ←∞
2 𝑂𝑃𝐸𝑁 ← {𝑠𝑡𝑎𝑟𝑡}; 𝐶𝐿𝑂𝑆𝐸𝐷← ∅
3 while 𝑂𝑃𝐸𝑁 ≠ ∅ do

4 𝑛 ←𝐺𝑒𝑡𝐵𝑒𝑠𝑡𝑁𝑜𝑑𝑒(𝑂𝑃𝐸𝑁 , 𝐹𝑂𝐶𝐴𝐿, ℎ𝐹𝑂𝐶𝐴𝐿 )
5 remove 𝑛 from 𝑂𝑃𝐸𝑁 and 𝐹𝑂𝐶𝐴𝐿
6 insert 𝑛 into 𝐶𝐿𝑂𝑆𝐸𝐷
7 if 𝑓𝑚𝑖𝑛 has changed then

8 update 𝐹𝑂𝐶𝐴𝐿
9 if 𝑛 is 𝑔𝑜𝑎𝑙 then

10 return 𝑅𝑒𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑃 𝑎𝑡ℎ(𝑛)

11 for each 𝑛′ in GetSuccessors(Gr,n) do

12 if 𝑔(𝑛′) > 𝑔(𝑛) + 𝑐𝑜𝑠𝑡(𝑛, 𝑛′) then

13 𝑔(𝑛′) ← 𝑔(𝑛) + 𝑐𝑜𝑠𝑡(𝑛, 𝑛′)
14 𝑓 (𝑛′) ← 𝑔(𝑛′)+𝑤⋅ℎ(𝑛′)∕𝑐𝑓 (𝑛′)
15 update or insert 𝑛′ in 𝑂𝑃𝐸𝑁
16 if 𝑓 (𝑛′) ≤𝑤 ⋅ 𝑓𝑚𝑖𝑛 then

17 update or insert 𝑛′ in 𝐹𝑂𝐶𝐴𝐿

18 return path not found

Pseudocode Algorithm 1 shows the pseudocode of a generic heuristic search algorithm. Different colors correspond to different 
variants of the algorithm as explained in the caption.

3.2.2. Search with learned heuristic functions

The general high-level idea is to substitute the instance-independent heuristic function, i.e. the Octile distance, with the one that is 
instance-dependent, i.e. takes the obstacles into account, and is able to guide the search to effectively circumnavigate these obstacles 
and reach the goal earlier, thus decreasing the search effort.

Recall that we are interested in two variants of the pathfinding problem. The first one asks to find a valid path on a grid, without 
specifying any constraints on the cost of the path, VP-problem. The second variant assumes that a sub-optimality bound, 𝑤 ≥ 1, is 
specified and the task is to find a path whose cost does not exceed that of the optimal path by more than a factor of 𝑤, BSP-problem.

The solvers that we suggest for VP-problem and BSP-problem share their structure. Each of these is composed of the two building 
blocks. First, a deep neural network is used to process the input grid and to predict the values of the heuristic function that will be 
used later. Second, a heuristic search algorithm is invoked that utilizes the heuristic data from the neural network. To solve a BSP-
problem, Focal Search (FS) is used. To solve a VP-problem, two variants of the search method can be suggested. First, WA* can 
be used. Second, we can set a sub-optimality bound in FS to infinity and get an (unbounded) sub-optimal solution. In this case, FS 
becomes similar to the Greedy Best-First Search as it basically selects a node on each iteration based solely on the value of the focal 
heuristic, ℎ𝐹𝑂𝐶𝐴𝐿 (which is predicted by the neural network in our case).

The neural network used in combination with WA* and FS (GBFS) has the same architecture; however, in each case, the output 
6

heuristic function is different. Next, we describe these heuristic functions in more detail.
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Fig. 3. An example of 𝑐𝑓 heuristic. Each traversable cell contains the value of the Octile distance, the perfect heuristic and the corresponding correction factor. Only 
goal location is marked in this example as the start location has no influence for these heuristics.

3.2.3. Types of the heuristic functions being learned

The first type of the heuristic is the correction factor (𝑐𝑓 ), which is defined as the ratio of the value of the available instance-
independent heuristic, i.e. the Octile distance in the considered case, to the value of the perfect heuristic: 𝑐𝑓 (𝑛) = ℎ(𝑛)∕ℎ∗(𝑛). An 
example is given in Fig. 3. We suggest plugging the predicted 𝑐𝑓 -values into the WA* algorithm as shown in Algorithm 1 (black + 
blue code fragments). I.e., the 𝑓 -value of a node is computed as 𝑓 (𝑛) = 𝑔(𝑛) + ℎ(𝑛)∕𝑐𝑓 (𝑛). This can be thought of as running WA* 
that uses individual weights for the search nodes as opposed to a single constant weight. As there is no theoretical bound on the error 
of predicting 𝑐𝑓 -values, the resultant search algorithm provides no guarantees on the resultant cost.

In general, predicting 𝑐𝑓 -values may seem similar to predicting the values of the perfect cost-to-go heuristic as was proposed 
in [16]. However, there exists a crucial difference, which is twofold. First, when learning the cost-to-go heuristic, an additional 
technical step is needed that transfers the range of the heuristic to the range typically employed in deep learning, e.g. [0, 1]. Meanwhile, 
the range of the introduced correction factor is [0, 1] by design; thus, no auxiliary transformations are required. Second, the correction 
factor encompasses more heuristic data as it is a combination of both instance-dependent and instance-independent heuristics. As 
confirmed by our experiments, learning 𝑐𝑓 -values instead of ℎ∗-values leads to a notable boost in the performance.

The second suggested heuristic is tailored to serve as the secondary heuristic for the FS, ℎ𝐹𝑂𝐶𝐴𝐿 , which is employed to solve the
BSP-problem (and VP-problem with GBFS, as well). Intuitively, we want from ℎ𝐹𝑂𝐶𝐴𝐿 to distinguish the nodes that are likely to 
yield rapid progress towards the goal. To this end, we suggest assigning (and learning to predict) a value to each grid cell that tells 
us how likely it is that this cell lies on the shortest path between 𝑠𝑡𝑎𝑟𝑡 and 𝑔𝑜𝑎𝑙. We call this value a path probability, 𝑝𝑝-value, and, 
by design, its range is within [0, 1]. We call a set of 𝑝𝑝-values for all grid cells PPM (path probability map); an example is shown in 
Fig. 4.

Learning to accurately predict 𝑝𝑝 − 𝑣𝑎𝑙𝑢𝑒𝑠 may be thought of as attempting to learn to solve the pathfinding queries directly. I.e., 
if we were able to obtain such predictions for where 𝑝𝑝-values of 1 were assigned to the cells lying on the shortest path, while the 
other cells were assigned 𝑝𝑝-values of 0, then we would not need to run the search algorithm at all. However, in practice, this is 
unrealistic and, thus, we use the predicted 𝑝𝑝-values as ℎ𝐹𝑂𝐶𝐴𝐿 values in the FS and GBFS.

3.2.4. Learning supervision

An evident approach to learning the suggested heuristics is to create a rich dataset of pathfinding instances with the annotated 
ground-truth 𝑐𝑓 - and 𝑝𝑝-values and to train the neural network to minimize the error between its predictions and the ground-truth 
values. Using the techniques introduced in [33,17], one might consider another option of learning, i.e. including the search algorithm 
in the learning pipeline and backpropagating the search error through it (end-to-end learning). We have experimented with both types 
of learning and found that for our setting, the first option is preferable for the following reasons. First, there is no problem to create 
ground-truth samples for 𝑐𝑓 - and 𝑝𝑝-values in the considered setup (technical details on this will follow shortly). Second, learning 
without differentiable planner is much faster (up to 4x in our setup). Third and not least of all, our preliminary experiments have 
shown that supervised learning outperforms end-to-end learning.

To create ground-truth 𝑐𝑓 -values, we utilize an uninformed search that starts backwards from the goal and computes true distances 
to it from any cell (which are straightforwardly converted to the 𝑐𝑓 -values).

Creating the ground-truth PPMs is more involved. Recall that in a PPM, we are willing to have values of 1 for the cells lying on 
the shortest path while all other cells should have smaller values. Meanwhile, numerous shortest paths on 8-connected grids might 
exist, which differ only in the order of the cardinal/diagonal moves. Indeed, one can find all shortest paths and mark the cells on all 
of them as 1. However, empirically, we find that focusing on a specific shortest path is beneficial – see Appendix for details.

To find such a path we utilize Theta* [57], an any-angle search algorithm that can be thought of as A* with online path smoothing. 
Theta* paths are formed of the waypoints (cells) located at the corners of the obstacles and cells that lie along the straight-line segments 
connecting the waypoints. In the resultant PPM, we assign the values of 1 for such cells. For all other cells, we compute the value 
that tells how close the cost of the path through the cell 𝑛 is to the cost of the Theta* path:

𝑐𝑜𝑠𝑡(𝜋Theta*(𝑠, 𝑔))
7

𝑝𝑝(𝑛) =
𝑐𝑜𝑠𝑡(𝜋Theta*(𝑠, 𝑛)) + 𝑐𝑜𝑠𝑡(𝜋Theta*(𝑛, 𝑔))

, (2)



Artificial Intelligence 338 (2025) 104238D. Kirilenko, A. Andreychuk, A.I. Panov et al.

Fig. 4. Path probability maps. From left to right: 1) a problem instance for which PPM is computed; 2) full PPM, the brighter the color is, the closer the 𝑝𝑝-value to 
1; 3) the same PPM but with all 𝑝𝑝-values raised to the power of 10; 4) the powered PPM after clipping with a threshold of 0.95, i.e., all 𝑝𝑝-values that are below this 
threshold are zeroed. (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)

Fig. 5. Overview of the neural network architecture. a) Design of the whole model. CNN encoder is used to produce local features which are further fed into the 
transformer blocks to catch the long-range dependencies between the features. The resulting representation is passed through the CNN decoder to produce output 
values. b) Architecture of the ResNet block. c) Architecture of the Transformer block.

where 𝜋Theta*(𝑎, 𝑏) is the Theta* path from 𝑎 to 𝑏.
Technically, to compute PPM, we run two Theta* searches. The one that starts at the 𝑠𝑡𝑎𝑟𝑡 cell and is not focused on a certain 

goal but rather stops when all cells are explored (and the costs of Theta* paths to them are known) and the one that does the same 
but in the opposite direction (i.e. starts at the 𝑔𝑜𝑎𝑙 cell). Upon completion of those two searches for any grid cell 𝑛, we know both 
𝑐𝑜𝑠𝑡(𝜋Theta*(𝑠, 𝑛)) and 𝑐𝑜𝑠𝑡(𝜋Theta*(𝑛, 𝑔)) and can now compute 𝑝𝑝(𝑛) for all cells that do not belong to Theta* path itself as prescribed 
above.

Moreover, during preliminary experiments, we have found out that several other techniques that make the ground-truth PPM more 
focused, i.e. containing less non-zero values and grouping them around a single path, are beneficial. The first technique is powering 
the 𝑝𝑝-values. Example, is shown in Fig. 4, the third pane from the left. Here all 𝑝𝑝-values are raised to the power of 10. As a result 
the cells with 𝑝𝑝-values equal to 1 remain the same while the others decay to zero much intensively. The second technique is clipping 
the PPM, which is setting the 𝑝𝑝-value of an element to 0 if it does not exceed a certain threshold – see Fig. 4, the rightmost pane 
(here the 𝑝𝑝-values that are lower than 0.95 (after powering) are zeroed).

The empirical results showing that the application of the mentioned techniques is, indeed, beneficial are presented in Appendix. 
We hypothesize that the reason why it is the case may be that “sharpening and filtering” the PPMs drives the neural network not 
to waste its capacity on predicting the lower 𝑝𝑝-values that are, actually, not needed to find a path, but rather forces to predict the 
𝑝𝑝-values only for the regions on the map that are the most needed to reconstruct a path. In the main experiments (reported in the 
Section 4.4) we used both techniques. First, we raised the 𝑝𝑝-values to the 10th power and then zeroed all the values that do not 
exceed the 0.95 threshold (these values were chosen empirically – see Appendix for details).

3.2.5. Neural network architecture

The neural network for learning 𝑐𝑓 -values and 𝑝𝑝-values has the same architecture; however, the input is slightly different. For 
𝑝𝑝-values, the input contains the grid (as binary image) and the start-goal matrix of the same dimensions, which contains the values 
of 1 only for start and goal, while all other pixels are zeroes. For 𝑐𝑓 -values, this matrix contains only one non-zero element: the goal 
one.

The architecture has three main blocks (see Fig. 5): a convolutional encoder, a spatial transformer and a convolutional decoder. 
The convolutional encoder utilizes the well-known ResNet blocks [58] and aims to extract the local features of the pathfinding instance 
such as corners of the obstacles, narrow passages etc. The transformer leverages the mechanism of self-attention [20] to establish the 
global relations between these features (how important is one feature w.r.t. the other). An example may be how important it is that 
8

there is a narrow passage in between the start and the goal. Transformers were originally suggested for text sequences that lack 2D 
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Fig. 6. Left) Examples of all types of maps (of size 32 × 32) presented in the MP dataset. Right) An example of the map in the TMP dataset. It is composed of four 
(different) MP maps; as a result, the size is 64 × 64.

structure. However, in the considered case, this structure is important. To this end, we utilize the positional embedding technique 
from Visual Transformers [59,60]. This technique rearranges 2D feature maps into vectors (before the transformer block) and vice 
versa (afterwards), while preserving the spatial structure. Finally, the transformed feature maps are processed by the convolutional 
decoder, which provides the final output.

3.3. Empirical evaluation

3.3.1. Dataset

We have adopted the TMP (Tiled Motion Planning) dataset that was used in [17] for empirical evaluation. This dataset is a 
modification of the MP dataset used in [37]. The latter consists of 32 ×32 maps with various challenging topologies, such as bugtraps, 
gaps etc. Each map in the TMP dataset is composed of four MP maps, see Fig. 6. In total, 4, 000 maps of size 64 × 64 are present in 
TMP. We further increase the size of the dataset to 64, 000 maps via the augmentation by mirroring and rotating each of the four 
parts of the TMP maps. The dataset is available online at [61] (flat folder). Examples are shown in Fig. 7. For each map, we generate 
10 problem instances. The goal is chosen randomly; the start is chosen randomly out of the 1∕3 of the reachable nodes that have the 
highest cost of the path from the goal. Overall, we have generated 640, 000 instances. They are divided at the ratio of 8:1:1 for train, 
validation and test subsets in such a way that all augmented versions of the same map were presented only in one of the subsets. 
Similarly to [16], we have excluded from the test part of the dataset the instances that are extremely easy to solve, formally, the ones 
that have hardness less than 1.05. Here hardness is defined as 𝑐𝑜𝑠𝑡(𝜋∗(𝑠𝑡𝑎𝑟𝑡, 𝑔𝑜𝑎𝑙))∕ℎ(𝑠𝑡𝑎𝑟𝑡), where ℎ is the conventional cost-to-go 
heuristic. The closer this value is to 1.0, the easier the instance is, meaning that there is almost no need to bypass the obstacles and 
the path resembles a straight line.

3.3.2. Planners

We denote the planners proposed in this work2 as WA*+CF (Weighted A* with the correction factor), FS+PPM (Focal Search with 
Path Probability Map) and GBFS+PPM (Greedy Best-First Search that greedily selects nodes by their 𝑝𝑝-values preferring the ones 
with the smaller 𝑓 -values to break ties).

The baselines that we compare against include both standard heuristic search algorithms, A* and WA*, as well as the learnable 
ones. The latter are represented by the two planners. The first one is Neural A* [17], the state-of-the-art planner that was shown to 
notably outperform a range of competitors including the approaches presented in [37,33] The second is the planner from [16], which 
predicts the perfect cost-to-go heuristic and use it in A*. We denote it as A*+HL.

We use the official code of Neural A* and modify it to handle non-uniform move costs (originally, the costs of both diagonal and 
cardinal moves have been set to 1 in Neural A*). Moreover, we have employed our neural network model in Neural A* to provide a 
fairer comparison (the performance of Neural A* with the original neural network was significantly worse). Similarly, we have used 
our neural network for predicting cost-to-go heuristic in A*+HL. For bounded sub-optimal planners, i.e. WA* and FS+PPM different 
suboptimality factors might be used. In Appendix we report the results across a variety of them (ranging from 1.01 to 10). In the 
main body of the text we report the results for 𝑤 = 2, as this value provides the most balanced trade-off between path length and 
computation time for WA*.

3.3.3. Training setup

To train the neural networks predicting 𝑐𝑓 -values, 𝑝𝑝-values and cost-to-go estimates (for A*+HL), we use the same setup. We 
train each model using the Adam optimizer [62] for 35 epochs with a batch size of 512 and OneCycleLR learning rate scheduler [63] at 
9

2 The source code of our planners is publicly available at https://www .github .com /AIRI -Institute /TransPath.

https://www.github.com/AIRI-Institute/TransPath
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Table 1

Experimental results. Values before ± indicate the average, while values 
after ± show the standard deviation.

Optimal Found
Ratio (%) ↑

Cost
Ratio (%) ↓

Expansions
Ratio (%) ↓

A* 100 100 100
WA* 40.66 103.52 ± 4.85 44.43 ± 25.92
Neural A* 29.82 104.90 ± 6.56 52.30 ± 30.47
A*+HL 79.11 100.27 ± 0.62 80.50 ± 74.40
WA*+CF 85.40 100.25 ± 1.13 36.98 ± 21.18
FS+PPM 82.97 100.24 ± 0.74 26.36 ± 21.08
GBFS+PPM 83.02 100.25 ± 0.90 23.60 ± 18.34

Fig. 7. Several examples of the pathfinding results. The expanded nodes are shown in green, and the path in red. The last column shows the predicted PPMs.

a maximum learning rate of 4 ×10−4. We use 𝐿2 loss for 𝑐𝑓 -values, 𝑝𝑝-values and 𝐿1 loss for the cost-to-go estimates following [16]. 
It has taken us 3.5 hours to train each model on NVIDIA A100 80 GB GPU.

We have trained Neural A* on our training data with the same training setup as in the original work. It has taken us 16 hours to 
learn the model on our hardware, four times more compared to learning 𝑐𝑓 -/𝑝𝑝-values. This is expected, as Neural A* is trained with 
the differentiable A* in the loop.

3.3.4. Results

We are primarily interested in the following performance measures: Expansions Ratio – the ratio of the number of expansions 
performed by the planner to the number of A* expansions; Cost Ratio – the same ratio but for the solution cost; and Optimal Found 
Ratio – the ratio of instances optimally solved by the planner.

Table 1 shows the average values and standard error of these indicators for the test dataset, while Fig. 7 highlights several test 
instances with the solutions obtained by the evaluated algorithms and the nodes they expand. Clearly, all the learning-based planners 
are able to generalize to unseen instances solving them near-optimally while reducing the search effort. In terms of Cost Ratio, the best 
results have been demonstrated by FS+PPM, while the other our planner, WA*+CF, turns out to have outperformed the competitors 
in terms of the number of instances solved optimally. The number of reduced expansions varied significantly for all algorithms (see 
the third column after the ± sign), and, evidently, in certain cases one of the learnable planners, i.e. A*+HL, managed to expand 
more nodes than A*. Still, the techniques suggested in this work, in particular, predicting 𝑝𝑝-values in combination with FS and GBFS, 
managed to reduce the number of the expansions significantly (up to four times approximately) in numerous cases, as the average 
value of the Expansions Ratio tells us.

A more detailed overview of the results is presented in Fig. 8. Here the box-n-whisker plots for the instances grouped together 
based on their hardness are presented. As one can note, the cost ratio of WA* and NeuralA* decreases when the instances get 
harder. However it is not the case for the other planners. For very hard instances (with hardness exceeding 2), WA*, NeuralA*, 
A*+HL, WA*+CF demonstrate similar results. FS+PPM and GBFS+PPM are indeed the ultimate winners in terms of cost ratio. More 
importantly, their performance does not seem to be tied to the hardness of the pathfinding instances they are facing.

As for the expansions ratio, the following trends can be observed. The performance of WA* and NeuralA* degrades as the hardness 
grows. Contrary, the performance of the other approaches does not change or even improves with growing hardness. The notable 
exception is FS+PPM which performance is very good when the hardness is lower than 2 and is inferior when the hardness exceeds 
this mark. This can be explained by the nature of the Focal Search, which is provided with the sub-optimality threshold of 2 in our 
experiments. FS hits the sub-optimality bound on the hard instances and is forced to expand redundant nodes with the lower 𝑓 -values 
to rise the value of 𝑓𝑚𝑖𝑛 in 𝑂𝑃𝐸𝑁 (which is needed to continue to progress towards the goa)l. Indeed, if the sub-optimality factor was 
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set to a higher value, the drop of the performance would not be thus pronounced, which is confirmed by the results of GBFS+PPM.
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Fig. 8. Cost and expansions ratios w.r.t. the hardness of the test instances.

Fig. 9. Maps comprising the out-of-distribution dataset.

Table 2

Experimental results on out-of-distribution dataset. Values before ± indicate 
the average, while values after ± denote the standard deviation.

Optimal Found
Ratio (%) ↑

Cost
Ratio (%) ↓

Expansions
Ratio (%) ↓

A* 100 100 100
WA* 8.13 104.31 ± 4.76 57.52 ± 30.72
Neural A* 3.24 107.10 ± 6.77 63.08 ± 34.63
A*+HL 29.02 101.90 ± 2.72 148.94 ± 136.95
WA*+CF 10.61 106.10 ± 5.59 63.64 ± 36.31
FS+PPM 18.66 105.62 ± 5.61 55.06 ± 39.57
GBFS+PPM 18.59 106.12 ± 6.54 54.33 ± 47.24

3.3.5. Runtime breakdown

We have measured the runtime of the compared methods, though it is heavily dependent on the implementation and the hardware. 
E.g., Neural A* is fully implemented in Python, while our planners feature both Python for neural networks’ machinery and C++ for 
the search. Thus, directly comparing their runtimes would be incorrect. To this end, we do not report the runtime of Neural A*. As 
for the other methods (implemented solely by us), the breakdown of their runtimes is as follows. The prediction step for the batch 
size of 64 and the native torch float32 type required 9.5 ms on Tesla A100 GPU (and 40 ms on GTX 1660S). The average CPU time 
required for further solving this batch of 64 tasks: A* – 155 ms, WA* – 77 ms, WA*+CF – 60 ms, A*+HL – 96 ms, FS+PPM – 37 ms 
and GBFS+PPM – 31 ms.

3.3.6. Evaluation on out-of-the-distribution dataset

Besides the main dataset, we have also created an out-of-distribution dataset that consists of three different maps taken from the 
MovingAI benchmark [64]: Berlin_1 (City), maze512-32-0 (Maze) and BigGameHunters (Game), see Fig. 9. Each of these maps 
is scaled to two different sizes: 64 × 64 and 128 × 128. There are randomly generated 1, 000 instances per each map and size. As 
before, the instances with hardness less than 1.05 have been excluded from the experiments.

We have used this dataset to evaluate how the learnable planners suggested in the paper (and their competitors) perform when 
solving instances that are substantially different in topology and size from the ones used for learning. None of the maps from this 
11

dataset has been used for training, i.e. these maps were presented to the planners only at the test phase.
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Fig. 10. Cost and expansions ratios w.r.t. the hardness of the test instances (out-of-the-distribution dataset).

Table 3

Ablation study results. Values before ± indicate the average, while values 
after ± denote the standard deviation.

FS+PPM (𝑤 = 4) w/ Trans w/o Trans

Optimal Found Ratio (%) 85.22 61.74
Average Cost Ratio (%) 100.31 ± 1.58 101.12 ± 2.19
Average Expansions Ratio (%) 16.06 ± 11.57 19.65 ± 17.03
MSE ×10−3 3.2 5.3

Fig. 11. An example showing the difference between the CNN (only) model and the one with the Transformer block.

Table 2 presents the aggregated results. As expected, the performance of all the learnable planners is worse compared to the main 
experiments. Still, the best results in terms of expansion ratio are achieved by one of our planners, i.e. GBFS+PPM (the result of 
FS+PPM is very close).

The detailed box-and-whiskers plots for cost and expansions ratios for this experiment are depicted in Fig. 10. As one can note, 
the results for the Maze map differ significantly, especially from the expansions ratio perspective. This can be explained by the fact 
that this type of maps is extremely hard to solve due to the arrangement of the blocked areas that do not form separate obstacles that 
can be circumnavigated. For the two other type of maps, however, the results are similar to the ones observed on our main dataset, 
i.e. FS+PPM and GBFS+PPM are able to reduce the number of expansions up to a factor of 4 while producing only a slight overhead 
in terms of solution costs.

Overall, the observed results support the claim that the suggested approaches have strong generalization capabilities and perform 
well on the out-of-the-distribution instances (at least until the topology of such instances is too complex, like in the case of mazes).

3.3.7. Ablation study

To demonstrate the importance of using the Transformer block in the neural network, we have created a version of the latter that 
omits this block and is only composed of the convolutional layers (CNN model). We have trained this neural network similarly to the 
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baseline model. To compare them, we select tasks with the hardness exceeding 1.5 as we hypothesize that utilizing the transformer is 
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Table 4

Results of the evaluation of a greedy algorithm that recon-
structs a path by iteratively picking the cell with the maximal 
𝑝𝑝-value in PPM instead of a systematic search.

Success
Rate (%)

Cost
Ratio (%)

Iterations (Expansions)
Ratio (%)

87.80 143.07±72.86 27.59±34.34

Fig. 12. On path planning for Martian exploratory missions.

especially useful for non-trivial instances. Quantitative results are presented in Table 3, while qualitative results are given in Fig. 11
(for the sake of space, we only demonstrate the results for FS+PPM as the results for WA*+CF are similar).

Clearly, the usage of the Transformer block noticeably increases the performance across all of the considered metrics, as is indicated 
by Table 3. The last row reports the mean squared error (MSE) between the predictions of the neural network and the ground-truth 
values.

As Fig. 11 shows, the transformer allows us to capture the long-range dependencies between the regions of interest on the map 
and, consequently, to form a complex and accurate PPM, which substantially aids the search algorithm. The PPM of the CNN model 
is, however, fragmented and, as a result, a less natural-looking path is produced while the number of expansions is higher.

3.3.8. Pathfinding with PPMs without systematic search

We have also tried to use the PPMs, provided by the neural network, directly to reconstruct a path without running Focal Search. 
That is, after feeding the problem instance into the neural network and obtaining the predicted PPM we run the following algorithm. 
At each iteration we examine the neighbors of the current cell and pick the one with the maximal 𝑝𝑝-value, add it to the path and 
transition to this cell. We begin with the start cell and end either when the goal cell is reached or when at some iteration we are not 
able to pick a cell that has not already been added to the path. The results of such experiment are shown in Table 4.

The first column of the Table 4 shows the percentage of the successfully solved instances. As one can note 12.2% instances remained 
unsolved. Moreover, as indicated in the second column, the costs of the resultant paths are significantly higher compared to both the 
optimal ones and the ones obtained by running FS+PPM or GBFS+PPM (recall that the latter planners find the paths with cost ratio of 
100.25% on average). The last column shows how many iterations (on average) it took the suggested greedy algorithm to reconstruct 
paths compared to the number of iterations (expansions) used by A*. Indeed, the former performs notably less iterations compared 
to the latter and is on par with FS+PPM, GBFS+PPM whose ratios were (recall Table 1) 26% and 23% on average respectively.

Overall, one can summarize that the straightforward approach, that does not embed the predictions of the neural network into an 
involved search framework, is much less effective. This confirms that both predicting PPMs and utilizing Focal Search that leverages 
these PPMs is necessary to effectively solve challenging pathfinding instances.

4. Pathfinding on image representations of digital elevation models

In various practical setups, one may need to find a path on a map encoded not as a binary grid (as before) but rather as an RGB 
image. For example, in [8,65] such setup is considered for complex planetary exploration missions, more precisely – for exploring 
the surface of Mars with the semi-automated rovers (wheeled mobile robots). Indeed, Mars terrain is rough and one should be very 
careful when planning paths over such terrain. A general approach to path planning, according to [8] is that, first, one or more global 
paths are constructed (automatically or by a specialist) based on the satellite images of the Martian terrain and additional data. Then, 
the rover uses local sensing and local motion planning to follow the most preferred global path or switch to another one if necessary. 
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Fig. 12a depicts an example of the real traverse of the exploratory rover over the rough Martian terrain.
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Indeed planning a path in such scenarios should respect the safety constraints. One of the major aspects to be taken into consid-
eration is avoiding the sharp difference in the elevation along the (global) path. Example (from [65]) is shown in Fig. 12b. Here the 
shortest path is not the safest one as it, presumably, involves traversing a sloppy area.

If, besides the image representation, the digital elevation model (DEM) of the environment is available, one may, first, design 
a (transition) cost function that takes the elevation into account and, second, run a search-based path planning algorithm, e.g. A*, 
on DEM. However, DEMs are often unavailable (due to the high costs associated with their construction) and, thus, planning has to 
be carried out only relying on the image map of the environment. This is especially the case for the multi-robot navigation setups, 
involving unmanned ground vehicles and unmanned aerial vehicle, when the latter take images of the outdoor terrain and the former 
plan their paths based on these images – see [66,10] for example.

Indeed, conventional path planning algorithms are not straightforwardly applicable here as the transition costs associated with 
moving from one pixel to the other are unknown. This is exactly the setup we wish to investigate and solve with the previously 
suggested approach. I.e., we wish to i) extract the valuable data from the input RGB image (conditioned on a specific start and goal 
locations) and represent it in a way suitable for heuristic search algorithms; and ii) run the latter to construct the sought path.

4.1. Problem statement

Consider a robot navigating an uneven outdoor terrain and a 𝑚 × 𝑛 × 4 tensor, where the first three channels comprise an 𝑚 × 𝑛
RGB image of that terrain (top-down view) and the last channel stores the height data, i.e. the 𝑚 × 𝑛 matrix containing the elevation 
values. The latter is commonly known and referred to as DEM.

Two adjacent pixels comprise a transition whose cost is defined as follows:

𝑐𝑜𝑠𝑡(𝑝1, 𝑝2) = 𝑑𝑖𝑠𝑡(𝑝1, 𝑝2) + 𝛼|𝐷𝐸𝑀(𝑝1) −𝐷𝐸𝑀(𝑝2)| (3)

Here 𝑑𝑖𝑠𝑡 is either 1 or 
√
2, depending on whether the pixels are cardinally or diagonally adjacent, 𝐷𝐸𝑀(𝑝) is the height of the 

pixel 𝑝 and 𝛼 is the user-specified parameter that is used to adjust the importance of elevation change and is also needed for proper 
scaling when spatial and height resolution are not aligned. Please note that the transition from a pixel to any of its eight neighbors 
is possible; however, different transitions incur different associated costs. Intuitively, the transitions that result in sharp changes of 
elevations are penalized more, compared to the transitions when the elevation changes slightly (the penalty can be adjusted with 𝛼).

The task is to find a path, i.e. a sequence of transitions, from the dedicated start area (pixel) to the goal one. While we do not 
aim to find optimal or bounded sub-optimal paths, the lower-cost paths are, indeed, preferable. Moreover, we assume that at the test 
time we do not have access to DEM, i.e. the path is to be constructed solely from the image input. Still, a representative dataset of 
the aligned RGB+DEM pairs is available for training/learning beforehand.

4.2. Dataset

To solve the described problem, we need a comprehensive dataset consisting of tens of thousands of RGB images aligned with 
their DEMs. Currently, there exists a very limited number of datasets of that kind. For example, in [67] a dataset of 248 samples 
is presented. All these samples represent fragments of the typical agricultural landscapes. Another dataset is the dataset of Martian 
landscape fragments – HiRISE DTM [68]. It is available online3 and consists of about 1,000 samples, each of which requires non 
trivial processing to actually get an aligned RGD-DEM pair.

To this end we have created a novel rich dataset of the properly aligned RGB-DEM samples, that are not synthetically generated but 
rather represent real landscapes. The principal source used to compile our dataset is NOAA: Data Access Viewer,4 an extensive 
online toolbox for processing and visualising the geospatial data. We have used a vast region (approximately 128 × 180 kilometers) 
of North Carolina characterized by a relatively hilly terrain to obtain the data. The resolution of the collected data is 10 m per pixel, 
which provides a sufficiently detailed representation of the landscape’s physical features. The size of the original RGB image (and 
DEM) is 12, 875 × 18.000 pixels. We have used this RGB-DEM pair to create a total of the 18, 316 accurately aligned samples. Our 
dataset is available online at [61] (dem folder). Fig. 13 depicts the source RGB image and the corresponding DEM.

We process the source image as follows. First, we slice it into the tile of square pieces. We use three different tile scales, i.e. 
256 ×256, 512 ×512, and 1024 ×1024 pixels; see Fig. 14. Our intent for having different scales is that we want our model to learn the 
features that are robust to planar scale, but rather capture the way the elevation changes. We believe that scale diversity is needed to 
encourage the model to identify and prioritize key terrain features regardless of the spatial context they appear in, thereby enhancing 
its generalization capabilities.

Following the slicing, all pieces are downsampled to a size of either 128 ×128 or 64 ×64 pixels using bilinear interpolation (Fig. 14, 
right). This step is undertaken to ensure compatibility with the neural network’s input size constraints and to expedite the training 
process. Despite the inevitable reduction in image resolution, the downscaled images retain an acceptable level of detail necessary for 
solving pathfinding tasks. In addition to downsampling, we apply a normalization procedure to each DEM. This normalization step 
is needed to suit the operational requirements of the neural networks and to ensure that their training is effective. Normalization is 

3 https://www .uahirise .org /dtm/.
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4 https://coast .noaa .gov /dataviewer/.

https://www.uahirise.org/dtm/
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Fig. 13. Visualization of original imagery and a corresponding elevation map. This figure presents the original high-resolution satellite imagery juxtaposed with the 
corresponding DEM for a selected region in North Carolina. The left panel displays the optical imagery, while the right panel visualizes the respective terrain elevation 
map, demonstrating the complexity and diversity of the landscape features captured in our dataset.

Fig. 14. Left: Examples of the map slices that form the base of our dataset (the size of each slice is either 1024 ×1024 or 512 ×512, or 256 ×256. Right: The corresponding 
downscaled projections (128 × 128, 64 × 64). Despite the reduction in resolution, essential pathfinding details are preserved.

performed by subtracting the minimum value of the DEM from each pixel on the map, effectively translating the range of elevation 
values to start at zero. Subsequently, we scale the resulting values by dividing each pixel by the maximum value in the DEM.

dem𝑖 = dem𝑖 − min(dem), dem𝑖 =
dem𝑖

max(dem)
(4)

As a result, we end up with the scale invariant DEMs, i.e. the height of any pixel in any DEM belongs to [0, 1] range.
To further enhance our dataset, we employ data augmentation through the rotation of image slices. This technique is applied with 

the goal of expanding the quantity and diversity of our training data, thereby reducing overfitting. Image rotation is a particularly 
useful augmentation method in our context as it helps bolster the model’s robustness against varying orientations, a common challenge 
in real-world image-based tasks.

For each map sample of our dataset, we create ten distinct pathfinding tasks. The generation of these tasks is performed through 
a uniform random sampling, where the start and goal positions for each instance are randomly assigned. By creating multiple tasks 
per map, we are able to increase the size of the dataset (without requiring additional geographical data).

The resultant dataset is comprised of 18, 316 maps (pairs of the aligned RGB-images and DEMs) and 183, 160 problem instances. 
We use 8-1-1 train-val-test split (as before). The dataset is publicly available in our repository. We believe this is the first dataset 
of such kind that i) is based on the real geo-spatial data; ii) contains accurately aligned RGB-DEM pairs; and iii) is large enough for 
learning-based methods.

4.3. Method

Our approach for the image-based pathfinding is the same as for the grid-based pathfinding, i.e. it is centered on the utilization of 
the deep neural networks that take an RGB image as the input and provide an informative output that can be used by a search-based 
pathfinding algorithm. We explore two options for such output. The primary option is, as before, to reconstruct the PPM, and use if 
further to guide the search in GBFS. The secondary option is to reconstruct DEM and run A* on it. The problem with this variant is 
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that DEMs are scale-invariant, i.e. the minimum height in each DEM is 0 and the maximum height is 1 while the real absolute values 
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(measured in meters) are not known. Thus, one needs to properly set the 𝛼 scaling coefficient in (recall Eq. 3), which is problematic. 
In other words, one needs to properly guess the absolute difference between minimal and maximal height for an input image. Please 
note that in the case of reconstructing PPM and invoking GPBS on it, this problem does not arise, which points to this method being 
preferable. Please also note that in both cases, i.e. PPM+GBFS and DEM+A*, the resultant paths are not guaranteed to be optimal 
or bounded sub-optimal as the real transition costs are not known (this is why running FS with a fixed suboptimality bound on PPM 
does not make sense and we opt for GBFS only).

To learn both elevation maps and path probability maps, as before, we rely on supervised learning. In the former case, the ground-
truth samples, i.e. DEMs, are directly available in the dataset. In the latter case, the ground-truth PPMs are constructed by us using 
the DEM data.

To construct ground-truth PPMs, we generally follow the same approach as before. First, we identify a single path on each DEM 
that we want to focus on, i.e. the one which is not a geometrically shortest one by rather the one with the lowest cost (that takes the 
elevation change into account). Then we assign the 𝑝𝑝-values of 1 to the pixels forming this path and, to the other pixels, we assign 
the values that are proportional to the costs of the least-cost paths from these pixels to the pixels of the designated path. Technically, 
the implementation is as follows.

Obtaining ground-truth PPMs As before, we run one unfocused search from the 𝑠𝑡𝑎𝑟𝑡 and another one from the 𝑔𝑜𝑎𝑙 go get the costs of 
the (least-cost) paths to any pixel forming the DEM. ‘Unfocused’ means that we stop the search not when reaching a particular pixel 
but rather when all the pixels are explored. We use A* for the search (not Theta*, because the latter is not tailored to pathfinding on 
an uneven terrain where the elevation changes from one pixel to the other). The forward pass of A* also gives us a path from 𝑠𝑡𝑎𝑟𝑡 to 
𝑔𝑜𝑎𝑙, 𝜋(𝑠, 𝑔), that will be marked as the most desirable in PPM. Next, we run another unfocused A* with its OPEN list initialized with 
the pixels belonging to 𝜋(𝑠, 𝑔). This gives us, for every pixel, the value that shows how far it is from the desired path, with taking the 
costs associated with change in elevation into account. Finally, the 𝑝𝑝-value of every pixel 𝑛 is computed by:

𝑝𝑝(𝑛) = 𝑐𝑜𝑠𝑡(𝜋(𝑠, 𝑔))
𝑐𝑜𝑠𝑡(𝜋(𝑠, 𝑛)) + 𝑐𝑜𝑠𝑡(𝜋(𝑛, 𝑔)) + 𝑐𝑜𝑠𝑡(𝜋(𝑛,𝜋(𝑠, 𝑔)))

(5)

Consequently, all the values of PPM are in (0, 1] range, 1 are assigned to the pixels forming a single least-cost path and the higher 
the 𝑝𝑝 value is, the closer (in terms of cost) it lies to this path. Notably, we do not use clipping for PPMs (as experimentally this did 
not provide any gain). In Appendix we elaborate on this phenomenon in more details.

4.3.1. Models

To learn PPMs and DEMs, we rely on supervised learning. Primarily, we use the same autoencoder model as before (see Sec-
tion 3.2.5), but augmented with two additional transformer layers (so the number of parameters raises from 1M to 1.2M). The 
training setup is identical to the one used before (see Section 3.3.3).

Moreover, we also examine how the more advanced image-to-image translation methods [69] may perform when solving the prob-
lem at hand. Specifically, we examine StyleGAN3 [22] and Latent Diffusion [23]. These models are recognized for their effectiveness 
in handling high-resolution and complex images. Fig. 15 offers a schematic overview of these models compared to the autoencoder 
baseline.

StyleGAN3 Generative Adversarial Networks (GANs) are a class of machine learning models designed to produce new data that mimic 
the distribution of a given training dataset. GANs are composed of two primary components: a Generator (G) and a Discriminator 
(D). The generator’s role is to create new data instances, while the discriminator’s role is to differentiate between instances from 
the real dataset and the ones created by the generator. The ultimate goal is to have a generator capable of producing data that the 
discriminator cannot differentiate from the real dataset.

The training process of a GAN involves an adversarial game, where the generator and the discriminator are trained simultaneously. 
The discriminator is updated to better distinguish between real (𝑥) and noise (𝑧) generated data, while the generator is updated based 
on how well the discriminator was able to classify its output as real or fake. This simultaneous training process is often likened to 
a two-player min-max game, where the discriminator aims to maximize its accuracy (minimize its loss), while the generator aims 
to maximize the discriminator’s error (maximize its gain). Over time, this adversarial process leads the generator to producing 
increasingly realistic data.

Formally, such a minimax problem can be written as follows:

min
𝐺

max
𝐷

𝑉 (𝐷,𝐺) = 𝔼𝑥∼𝑝data(𝑥)[log𝐷(𝑥)] + 𝔼𝑧∼𝑝𝑧(𝑧)[log(1 −𝐷(𝐺(𝑧)))], (6)

where the 𝑝𝑑𝑎𝑡𝑎 is the distribution of a given training dataset and 𝑧 ∼ 𝑝𝑧(𝑧) are the Gaussian noise samples.
In the context of our work, we use StyleGAN3 [22], a state-of-the-art GAN, to perform a complex image-to-image translation task. 

Our goal is to generate elevation and path probability maps from satellite imagery. This task can be considered as mapping one data 
distribution (satellite imagery) to another (elevation and path probability maps). The inherent capability of GANs to learn and mimic 
complex data distributions makes them suitable for this task. The advanced features of StyleGAN3, such as an alias-free generator and 
improved conditioning schemes, offer us the potential to generate high-quality output maps that can effectively aid in the pathfinding 
16
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Fig. 15. Comparative overview of the three image translation approaches used in our work. Each method exhibits unique processing structures and mechanisms. (a) The 
Autoencoder transforms input RGB satellite imagery into predicted elevation maps and PPMs through an encode-decode process. (b) The StyleGAN3, a representative 
of Generative Adversarial Networks, leverages a noise vector and an adversarial training process to generate the outputs. (c) The Latent Diffusion Model uses a forward 
and reverse diffusion process for the generation task.

Latent diffusion Latent Diffusion Models (LDMs) belong to a class of probabilistic models that have recently yielded significant 
progress in high-resolution image synthesis. These models are a variant of Diffusion Models (DMs) designed to learn data distribution 
𝑝(𝑥) by gradual denoising a normally distributed variable. The training process of diffusion models involves a series of steps, each 
of which attempts to denoise the data slightly using timestamp-conditioned autoencoder 𝜖𝜃 (𝑥𝑡, 𝑡), moving it closer to the true data 
distribution.

LDMs enhance this process by introducing a latent space 𝑧 and specific encoder (𝑧 = (𝑥)) and decoder (𝑥 =(𝑧)), which allows 
for a more efficient representation of the data. The training process of LDMs is divided into two stages. The first one, the universal 
autoencoding stage, involves training the encoder and decoder models, which are trained only once and can be reused for multiple 
DM training or to explore possibly completely different tasks. The second stage involves training the actual generative model 𝜖𝜃 , 
which learns the semantic and conceptual components of the data.

The objective function for LDMs, derived from the Evidence Lower Bound (ELBO), involves a sum over the timesteps of the 
diffusion process. It aims to minimize the Kullback-Leibler divergence between the posterior distribution and the prior distribution, 
effectively making the posterior distribution as close as possible to the prior. This is achieved by minimizing the reconstruction error 
between the original data and the generated data, weighted by the change in the signal-to-noise ratio from one-time step to the next. 
The simplified version of this objective looks as follows:

𝐿LDM = 𝔼(𝑥),𝜖∼ (0,𝐼),𝑡

[‖‖𝜖 − 𝜖𝜃(𝑧𝑡, 𝑡)‖‖22
]

(7)

The primary strength of LDMs lies in their exceptional conditioning capabilities. This ability is substantially boosted by integrating 
cross-attention layers into the model’s architecture. Cross-attention layers are inherently flexible, allowing the model to handle 
various conditioning inputs. These inputs could range from text to bounding boxes or any input described as a sequence of vectors. 
This flexibility makes LDMs a potent tool for handling different conditioning inputs effectively. We leverage this flexibility by using 
satellite imagery as conditioning inputs to predict the elevation and path probability maps. Our work showcases how effectively the 
LDMs can be adapted for a highly specific application such as image-based pathfinding.

Moreover, the inherent flexibility of the cross-attention mechanism also allowed us to introduce an additional level of conditioning 
through start and goal coordinate information. We concatenate them with the encoded image features by transforming the (𝑥, 𝑦)
coordinates into a vector representation using a trainable linear projection. This enhances the conditioning process by providing the 
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model with a more nuanced spatial context. We refer to the model that involves this additional conditioning as LDM-cond.
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Table 5

Comparative evaluation results. Values before ± indi-
cate the average, while values after ± denote the stan-
dard deviation across the dataset.

NeuralA* GBFS+PPM

Cost Ratio (%) 121 ± 20 106 ± 10

Expansions Ratio (%) 64 ± 43 44 ± 32

Table 6

Comparison of different models that infer PPMs from images. Values before ± indicate the average, 
while values after ± denote the standard deviation across the dataset.

128×128 resolution LDM LDM-cond StyleGAN3 Autoencoder

Cost Ratio (%) 105 ± 8 103 ± 5 105 ± 9 106 ± 9
Expansions Ratio ×102 (%) 44.9 ± 78.6 44.2 ± 67 54.1 ± 99.4 62.9 ± 92.5
MSE ×10−3 1.66 ± 0.14 1.61 ± 0.13 1.72 ± 0.14 1.8 ± 0.17

4.4. Empirical evaluation

Empirical evaluation is carried out on the test part of our dataset. The latter is comprised of 18, 316 pathfinding instances (each 
instance is a map with a unique start-goal pair). We assume that the planner does not have access to the DEM data and must rely 
only on the input image for pathfinding. The size of the latter is either 64 × 64 or 128 × 128.

We conduct three different experiments. First, we compare our primary pipeline, i.e. GBFS+PPM, against Neural A*. PPM is 
predicted with the basic autoencoder model in this experiment. Next, we examine how the more involved models improve the 
prediction of the PPM and pathfinding consequently. Finally, we evaluate A*+DEM pipeline, i.e. we use the predicted DEM and run 
A* on it (this requires an additional cost-tuning as described in Section 4.3).

GBFS+PPM vs. Neural A* Neural A* [17] is the state-of-the-art ML-based planner that is capable of planning on images. For a fair 
comparison, for this experiment, we use 64 × 64 images as the performance of Neural A* significantly degrades when planning on 
128 × 128 images (which is not the problem for our planner as we will see later).

In each run, we track the cost of the constructed path and the number of expansions. Table 5 shows the aggregated results relative 
to A* on the ground truth DEM. E.g., the average expansions ratio of 44% for our solver means that on average the number of 
expansions made by it is 66% lower compared to the number of expansions that a regular A* would have made on the ground truth 
DEM inputs (which are unavailable to our solver and Neural A*). Generally, the results show that the cost of the GBFS-PPM solution 
does not considerably exceed that of the ground truth solution (which, we emphasize, cannot in principle be constructed on the 
image-only inputs), while the number of expansions significantly decreases. Moreover, in both metrics, we outperform Neural A* 
evidently.

Different models for GBFS+PPM In this experiment, we assess whether we can improve the performance of the suggested approach 
by leveraging more advanced models that are in charge of predicting PPMs: StyleGan3, Latent Diffusion Model (LDM) and LDM 
additionally conditioned on the start and goal location (LDM-cond). The primary model is denoted as Autoencoder.

For this experiment, we use 128 × 128 images as input. As before, we track the costs of the obtained paths as well as the number 
of expansions made by the planner. We normalize these values by dividing the ones achieved by Focal Search on ground-truth PPMs. 
Additionally, we analyze the mean squared error (MSE) between the predicted PPMs and the ground truth ones. The results are 
presented in Table 6.

First, note that all models exhibit similar cost ratios which, on average, do not exceed 100% (cost of the optimal solution) much. 
This shows that predicting PPM and then running GBFS leads to finding near-optimal paths even for a larger input size (128 × 128
compared to 64 × 64 in the previous experiment). The best cost ratio is achieved by LDM-cond. This applies to expansions as well – 
the LDM-cond on average requires the lowest number of expansions compared to the other models and the standard deviation also 
shrinks. Generally, one may note that the deviation in expansions is noticeably large. We explain this by the presence of a large 
variety of tasks in the test dataset which differ much in their complexity. We also hypothesize that if the size of the training dataset 
was larger, all models would exhibit more stable results. Finally, LDM-cond achieves the lowest MSE, followed closely by LDM, while 
the MSE of StyleGAN3 and Autoencoder is slightly higher. This confirms that LDM-cond generates more accurate PPMs.

Overall, this comparative analysis provides evidence that utilizing more involved models instead of the autoencoder, indeed, 
positively affects the performance of planning both in terms of cost and expansions (Fig. 16).

A*+DEM In this experiment, we evaluate how the problem at hand can be solved not by leveraging PPMs but rather by predicting 
DEMs from images and then running A* on these DEMs. This variant requires that the user specifies the proper scaling factor 𝛼 for 
the cost function of A* (recall Eq. 3). This is needed as the output of the neural network that predicts DEM from image is within 
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[0, 1], where 0 corresponds to the pixels with the lowest elevation and 1 to the ones of the highest elevation. Meanwhile for the cost 
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Fig. 16. Two leftmost columns depict the samples (RGB image + DEM) presented in the test part of our dataset. Then the predicted DEM is shown. Grayscale images 
depict path probability maps (ground-truth ones and the ones inferred by the neural network). Finally, the last two columns depict the search results, i.e. the explored 
search nodes are shown in green and the resultant path in black. A* stands for running A* on the ground-truth DEM, while the last column depicts the results of the 
Focal Search on the inferred path probabilty map.

Fig. 17. Cost and expansions ratios w.r.t. the different scale factor for predicted DEMs.

function, we need this range to be larger in order to be consistent with the first component of the cost function that defines the cost 
of lateral shift (which is 1 for the cardinal moves and 

√
2 for the diagonal moves).

In the experiment we vary the scaling factor manually in a range 10, 25, 50, 100, 150, 200, 255. We also include into the compar-
ison the true scaling factor we have extracted from the ground truth DEM. I.e. for each input image we examine the corresponding 
DEM (which is not available to the planner) and set the scaling factor to be equal to 𝑚𝑎𝑥(𝐷𝐸𝑀) −𝑚𝑖𝑛(𝐷𝐸𝑀). We denote this variant 
as A*(GT).

The results are presented in Fig. 17. Here costs and expansions numbers are normalized by the corresponding values of A* invoked 
on the ground truth DEMs. Generally, one can note that even with the correct scaling factor A*(GT) is not able to decrease substantially 
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the number of expansions (right plot, right bar). And setting this factor in an unfavorable way, e.g. to 10 or 255, prominently enlarges 



Artificial Intelligence 338 (2025) 104238D. Kirilenko, A. Andreychuk, A.I. Panov et al.

the deviation. This is in contrast to planning with GBFS+PPM (recall Table 5). In terms of the path cost, the state of affairs is less 
dramatic. Generally, A*+DEM is able to find a path of acceptable quality: the maximal cost overhead (w.r.t. the optimal path) is 
+35% for A*(255). Last but not least, the obtained results provide clear evidence that the performance of A*+DEM is influenced 
notably by the choice of the scaling factor. This confirms that utilizing PPMs (coupled with GBFS) is more preferable for pathfinding 
on image inputs as i) does not require setting any parameters that influence the performance; and ii) it outperforms planning with 
A* on the reconstructed DEM even when the scaling factor for the latter is known.

5. Discussion and limitations

In this work, we have suggested to utilize supervised machine learning to extract the data that can be successfully used for search-
based planning when looking for a path on a binary grid or image. The following three limitations, associated with the suggested 
approach and techniques, can be distinguished. The first, is the ability to generalize to the problem instances that do not resemble the 
ones used for training that comes into question. In Section 4.4, we have conducted an empirical evaluation on such scenarios (out-
of-the-distribution) for grids-with-costs domain. Indeed, the performance of our method degrades; however, it still i) does provide 
the correct output (due to the utilization of the sound search-based algorithm); and ii) outperforms the competitors, including the 
conventional planning techniques. The second limitation is that our approach requires the labeled ground-truth data in order to 
conduct (supervised) learning. It is not a problem for the grids-with-costs domain as here one can obtain ground-truth labels directly 
from the problem instances, as described in the paper. However, for the planning-on-images domain, we have relied on the additional 
data (i.e. corresponding digital elevation models) to compute the ground-truth outputs. If such additional data is not available (at the 
training stage) our approach cannot be applied. The third limitation is related to the computing resources needed to accommodate the 
presented pipeline. On the one hand, the models suggested in the paper are quite lightweight (comparing to modern models used in 
computer vision and natural language processing), e.g. the autoencoder model contains 1M parameters. As described in Section 4.4, 
the inference takes approximately 10-40 ms (depending on the hardware used) for a batch size of 64. This meets the real-time 
requirements of the real-world robotic applications. However, if the robot is equipped with very limited computation resources and is 
not processing the inputs in batch mode, the inference time is likely to increase and might become a bottleneck. To mitigate this issue 
neural networks’ distillation and compression methods may be needed, However, this has been left out of the scope of this paper.

Notably, all mentioned limitations are generic and typical to any problem-solving method that relies on (supervised) machine 
learning.

6. Conclusion

In this work, we have explored how state-of-the-art deep learning techniques may aid heuristic search planners in solving grid-
based pathfinding problems. We have considered two setups: the one where the transition costs are known and the one where they are 
not (planning on images). We have suggested utilizing a deep neural network composed of both convolutional and attention layers 
to predict a heuristic proxy that we refer to as the path probability map. The latter can be used in combination with Focal Search 
or Greedy Best First Search resulting in a solver that is capable to generalize and solve challenging pathfinding problems efficiently. 
Empirically, we have shown that our approach outperforms the competitors that include both traditional heuristic search techniques 
as well as the state-of-the-art learnable approaches.

The avenues for future research include, but are not limited to, planning in 3D and planning with kinodynamic constraints 
(including sample-based planning).
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Fig. A.18. Difference between the ground-truth PPMs constructed based on A* and Theta* path costs. Only the portion of PPM with 𝑝𝑝-values of 1 is shown in gray. 
Green cells denote the path found by FS+PPM.

Table A.7

Empirical results for the experiments involving different types of PPMs. Values be-
fore ± indicate the average, while values after ± show the standard deviation.

Optimal Found
Ratio (%) ↑

Cost
Ratio (%) ↓

Expansions
Ratio (%) ↓

FS+Theta*-PPM 82.97 100.24 ± 0.74 26.36 ± 21.08
GBFS+Theta*-PPM 83.02 100.25 ± 0.90 23.60 ± 18.34

FS+A*-PPM 61.20 103.6 ± 2.45 53.03 ± 28.73
GBFS+A*-PPM 60.06 103.9 ± 2.32 49.93 ± 27.81

Appendix A. On different ways to create PPMs

A.1. A* vs. theta* to create grouth-truth PPMs

We have considered two approaches to construct ground-truth PPMs for pathfinding on grids (as mentioned in Section 3.2.2 of the 
main text). The one where we use Theta* to compute the distances and the one where we used A* for that. The principal difference 
is that in the latter case much more cells are likely to have 𝑝𝑝-values of 1, while in the former case this number is lower (and these 
cells naturally form a narrow stripe spanning from start to goal) – see Fig. A.18.

Assume now that PPM is predicted by the neural network absolutely accurately and is fed further to Focal Search. How will the 
sought path be constructed in case we use A*-PPM? For the sake of simplicity assume that the subotimality factor is large enough 
for all generated nodes to be part of both OPEN and FOCAL. In this case on any iteration there will be several nodes in FOCAL with 
𝑝𝑝-value equal to 1 to pick from. Thus the node to be picked should be decided by the (FOCAL) tie-breaking rule. The most intuitive 
tie-breaking rule is to prefer nodes with the lower ℎ-values, i.e. the nodes residing closer to the goal. With this tie-breaker the search 
will pick one node with 𝑝𝑝-value of 1 after another and finally reach the goal (without expanding any node with 𝑝𝑝-value less than 1) 
in a way depicted on Fig. A.18b. Clearly, for this particular instance an unnecessary zig-zag detour is present and, consecutively, the 
cost of the path significantly increases. The reason of such zig-zag behavior is that ℎ-based tie-breaker forces the search to transition 
from a cell belonging to one optimal path to the cell belonging to the other optimal path which is closer to the goal. Meanwhile this 
exact transition is, in fact, suboptimal (despite both endpoints belong to (different) optimal paths).

To avoid such detours one might consider designing an involved tie-breaking strategy that is based not only on the ℎ- or 𝑔-values 
of the nodes but on which moves have already been applied to reach a specific cell. Instead, as we suggest in this work, one might 
decrease the number of cells in PPM that have the values of 1, by utilizing Theta* instead of A* while constructing this PPM. When 
doing so the area occupied by the cells with 𝑝𝑝-values of 1 shrinks and the negative effect of transitioning between the cells belonging 
to the different optimal paths diminishes. Thus, invoking Focal Search with the standard tie-breaking technique (of preferring the 
nodes with the lower ℎ-values) does not lead to a pathological behavior, described above (as depicted on Fig. A.18b).

To assess the described effect at scale we conduct an experiment where we have used two types of the ground-truth PPMs for 
training the neural network: A*-PPMs and Theta*-PPMs. Then we run our main experiments, i.e. invoke FS+PPM (with 𝑤 = 2) and 
GBFS+PPM on a large set of unseen pathfinding instances as described in Section 4.4. The results are shown in Table A.7. Clearly, 
Theta*-PPMs is beneficial as the cost of the resultant paths is better and the number of expansions is notably lower (up to 2x compared 
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to A*-PPMs).
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Table A.8

Cost Ratios and Expansions Ratios (in % w.r.t. A*) for Greedy Best First 
Search (GBFS) that utilizes PPMs predicted by different neural networks, i.e. 
neural networks that have been trained to predict differently post-processed 
PPMs. Values before ± indicate the average, while values after ± show the 
standard deviation.

clipping value Cost Ratio Expansion Ratio

power 1 power 10 power 1 power 10

0 101 ± 1 100.3 ± 0.4 68 ± 35 28 ± 25
0.3 101 ± 1 100.3 ± 0.4 71 ± 40 30 ± 22
0.6 102 ± 1.2 100.4 ± 0.6 75 ± 37 35 ± 21
0.9 101 ± 0.6 101 ± 1.2 79 ± 41 32 ± 22
0.95 107 ± 5 100.2 ± 0.9 57 ± 23 23 ± 18

Fig. B.19. Comparison of WA* and FS+PPM with different subotimality factors.

A.2. Additional techniques to further focus theta*-PPMs

As said in the main text, after obtaining ground-truth PPMs based on the Theta* paths we additionally employ the following two 
techniques to post-process them: powering the 𝑝𝑝-values and zeroing the ones that do not exceed a specified threshold. Both of these 
techniques make the resultant PPM more sharp: the 𝑝𝑝-values of 1 stay unaltered while the others decay to zero much intensively 
and the ones that are close to zero (measured by comparing to the threshold) are filtered out (zeroed). As said in the main text, 
we hypothesize that sharpening and filtering the PPMs drives the neural network not to waste its capacity on predicting the lower 
𝑝𝑝-values that are redundant to find a path, but rather forces to predict the 𝑝𝑝-values only for the regions that are the most needed 
to find a solution.

To quantitatively measure the effect of applying both of these techniques we have constructed a range of different PPMs for 
all training instances of our dataset, trained neural network on them, which resulted in having a range of different trained neural 
networks (which differ in their weights), and then run the experiments on the test part of the dataset utilizing these different neural 
networks and GBFS+PPM. The results are presented in Table A.8.

Each cell in the table corresponds to either cost ratio or expansions ratio of GBFS+PPM that was obtained utilizing the neural 
network trained on the PPMs with different clipping thresholds and power values. As one can see, powering the PPM results in a 
notable performance gain (both in terms of expansions and solution costs). The effect of clipping is less pronounced, however, setting 
the clipping value to 0.95 seems to be the most beneficial.

Appendix B. On varying the suboptimality factor in grid-based pathfinding

In Section 4.4 we have reported the results of WA* and FS+PPM with the suboptimality factor, 𝑤, set to 2. Here, in Fig. B.19 and 
Table B.9, we report the results for the full spectrum of 𝑤, from 1.1 to 10. Additionally, we report the results when 𝑤 = 100 (this 
corresponds to Greedy Best First Search in our setup) and 𝑤 = 1 (this is A*).

Fig. B.19 shows the scatter plot of the results. Each dot with the color 𝑐𝑜𝑙 and the coordinates (𝑥, 𝑦) should be read as “algorithm 
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𝑐𝑜𝑙 uses (on average) 𝑥% of expansions (compared to A*) and its resultant cost is (on average) 𝑦% of the optimal one”. The closer 
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Table B.9

Cost Ratio and Expansions Ratio for FS+PPM and WA* with different subotimality factors. 
Values before ± indicate the average, while values after ± show the standard deviation.

Suboptimality 
factor

Expansions Ratio (%)↓ Cost Ratio(%)↓

FS+PPM WA* FS+PPM WA*

1.00 100.00 ± 0.00 100.00 ± 0.00 100.00 ± 0.00 100.00 ± 0.00
1.10 100.24 ± 0.59 100.33 ± 0.76 69.81 ± 29.22 82.43 ± 17.19
1.25 100.24 ± 0.71 101.09 ± 1.80 44.33 ± 30.66 66.38 ± 24.18
1.50 100.24 ± 0.75 102.10 ± 3.03 31.99 ± 25.29 53.65 ± 25.89
2.00 100.24 ± 0.75 103.52 ± 4.85 25.42 ± 19.70 43.48 ± 25.46
3.00 100.25 ± 0.84 105.31 ± 6.85 23.41 ± 17.57 38.19 ± 24.22
4.00 100.25 ± 0.90 107.34 ± 8.55 22.96 ± 16.74 36.84 ± 24.04
5.00 100.25 ± 0.89 108.31 ± 9.36 22.82 ± 16.51 35.98 ± 23.99
10.00 100.25 ± 0.89 110.22 ± 11.37 22.63 ± 16.32 34.32 ± 23.76
100.00 100.25 ± 0.89 110.72 ± 12.13 22.61 ± 16.37 32.76 ± 23.37

Table C.10

Cost Ratios and Expansions Ratios (in % w.r.t. A*) for Greedy Best First 
Search (GBFS) that utilizes PPMs predicted by different neural networks, 
i.e. neural networks that have been trained to predict differently post-
processed PPMs. Values before ± indicate the average, while values after 
± show the standard deviation.

clipping value Cost Ratio Expansion Ratio

power 1 power 10 power 1 power 10

0 106 ± 10 136 ± 39 44 ± 32 21 ± 24
0.3 109 ± 14 130 ± 44 49 ± 34 16 ± 11
0.6 110 ± 12 135 ± 31 47 ± 31 20 ± 19
0.9 151 ± 49 141 ± 39 18 ± 15 15 ± 14
0.95 146 ± 53 133 ± 42 21 ± 19 25 ± 31

the dot sits to the lower left corner, the better the performance is. Clearly, FS+PPM consistently outperforms WA* across all the 
suboptimality factors. In the main text we reported the results for 𝑤 = 2 as this value provides the most balanced trade-off between 
the solution cost and the number of expansions for WA* – observe that the corresponding red dot is the closest to the origin.

Table B.9 presents the same data in tabular form.

Appendix C. On post-processing of the PPMs for image-based pathfinding

As reported earlier, for grid-based pathfinding two techniques to post-process ground-truth PPMs (that are further used to train 
the neural network) are, evidently, beneficial: powering and clipping. For image-based pathfinding we have also tried to employ 
these techniques, however the effect is questionable – see Table C.10.

Looking at the expansions ratios from 𝑝𝑜𝑤𝑒𝑟 1 PPMs with different clipping rations one might propose that 0.95 clipping is 
beneficial. However, observe how the cost increases (both the average and the standard deviation). In fact, for high clipping thresholds 
the resultant paths degenerate into the straight lines (which is the cause of the cost increase). In other words, the neural network 
trained on clipped PPMs looses its ability to capture the nuances of the image to construct meaningful detours when needed. The 
technique of powering the 𝑝𝑝-values is also not beneficial due to the notable increase in solutions costs. Overall, to obtain meaningful 
solutions, i.e. paths that actually detour the costly areas (i.e. the ones that are characterized by greater slopes), neither powering nor 
clipping is valuable. Thus we do not employ these techniques for image-based pathfinding.

Providing a sound explanation, even informal, why the techniques of powering and clipping are not beneficial for the considered 
image-based pathfinding setup while being effective for grid-based pathfinding is challenging due to the inherent differences in these 
tasks. Specifically, in grid-based pathfinding transition costs for any pair of orthogonally/diagonally adjacent cells are the same thus 
the 𝑝𝑝-values do not need to embed the difference in these costs, while in image-based path-finding transition costs are different 
due to the difference in elevation. This, possibly, explains why powering the PPM is not beneficial in image-based pathfinding – it 
indirectly distorts the transition costs between the cells and complicates the problem of implicit reconstruction of these costs in the 
form of PPM. Next, in grid-based pathfinding, if force the neural network to learn 𝑝𝑝-values for all the cells, the former would have to 
predict the degree of proximity to the optimal path for every cell, which could distract it from the more important task of establishing 
the shaping the (optimal) path itself. Thus, clipping low 𝑝𝑝-values enhances the quality of the predictions by ensuring the network 
prioritizes the most important cells. In image-based pathfinding, all cells are potentially traversable and low 𝑝𝑝-values represent areas 
to be avoided due to higher traversal difficulty. Clipping these values would remove valuable information, making it harder for the 
neural network to learn to predict the degree of traversability of a cell, thus affecting the quality of a path. In other words it may 
be the case that in grid-based pathfinding the most important task is to understand where the path is located while in image-based 
pathfinding one needs to make a judjement regarding each individual cell – high likely it should be avoided. Despite these arguments 
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being made, we emphasize that they are hypothetical and not rigorous. Meanwhile, the results of the empirical evaluation provide 



Artificial Intelligence 338 (2025) 104238D. Kirilenko, A. Andreychuk, A.I. Panov et al.

clear evidence that both powering 𝑝𝑝-values and clipping them negatively impact the performance of the suggested planners in the 
considered image-based pathfinding setup.

Data availability

We included the link to the repository that contains our code and data into the paper.
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